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	Competency 26: Cybersecurity

	

	Competency Element:

	26.1 Develops and applies Cybersecurity requirements for adequacy and effectiveness of security measures, continuity of operations, and protection of systems and system content.

	Element Issues (DAU): List ambiguities, misunderstandings, etc. to help IT FIPT next time they update competencies

	NONE.

	Acquisition Workforce IT Qualification Standard Product and Tasks related to Product (DAU)

	26-1-1 Develop and submit a Cybersecurity Plan.

1. Provide an assessment of cyber-security requirements documents to program management. 
2. Categorize the system in accordance with current guidance.
3. Identify personnel required to fulfill cybersecurity and RMF roles to program management.
4. Document cybersecurity and Risk Management Framework (RMF) planning in a Security Plan.
5. Provide cybersecurity inputs for the Systems Engineering Plan (SEP) and Test and Evaluation Master Plan (TEMP).
6. Register an acquisition program with the applicable Component(s) cybersecurity program.
7. Obtain letter of accreditation responsibility from Authorizing Official(s) [AO(s)].
8. Recommend appropriate security controls for an acquisition program.
9. Establish the continuous RMF monitoring and cybersecurity strategies. 
10. Develop a Cybersecurity Plan for submission to decision makers.
 
26-1-2 Review and update a Cybersecurity Plan as required during development.  
1. 
1. Conduct cybersecurity requirements analysis.
2. Identify the security boundary and characterize the cybersecurity attack surface.
3. Translate security controls and requirements into system specification requirements.
4. Update cybersecurity actions and strategies in the SEP, TEMP and Security Plan for Milestone B as applicable. 
5. Identify aspects of the cybersecurity kill chain.
6. Implement control solutions consistent with applicable Component(s) cybersecurity architectures.
7. Prepare and submit the Security Authorization Package to the Authorizing Official(AO)(s).
8. Coordinate cybersecurity Developmental Test and Evaluation (DT&E) requirements.
9. Present Risk Management Framework (RMF) assessment to AO(s) for an Interim Authorization to Test (or Authorization to Operate (ATO) if required) prior to DT&E/OT&E.
10. Support the operational tester’s requirements for cybersecurity vulnerability and operational resiliency evaluations.
11. Recommend cybersecurity updates to the SEP and TEMP during development.
12. Update the cybersecurity plan during development

26-1-3 Present RMF assessment to AO(s) for ATO required for fielding

1. Update cybersecurity actions and strategies in the SEP, TEMP and Security Plan from Production Decision Review
2. Present RMF assessment to AO(s) for an ATO prior to cybersecurity operational test.
3. Report findings of the operational cybersecurity vulnerability evaluation to program management.
4. Report findings of the operational cybersecurity resiliency evaluation to program management.
5. Present RMF assessment to AO(s) for an ATO prior to fielding
1. 
2. 26-1-4 Present RMF assessment to AO(s) for new ATO as required during sustainment
3. 
1. 1. Determine expiration of existing Authorization to Operate (ATO).
2. 2. Assess selected controls annually and report status to Program Management and AOs.
3. 3. Recommend cybersecurity updates to the SEP and TEMP during sustainment.
4. 4. Update cybersecurity actions and strategies in the SEP, TEMP and Security Plan as applicable.
5. 5. Present RMF assessment to AO(s) for new ATO as required.
6. 

	AWQI References (DAU)

	· DoDI 8500.01, Cybersecurity March, 2014
· DoDI 8510.01, Risk Management Framework (RMF) for DoD IT March, 2014
· CNSSI 1253

	Assumptions (DAU)

	· At the time of this writing the RMF has been signed and is law.  However, services are struggling with implementing all aspects of the law.  Additionally, systems will be under DIACAP certifications until at least September of 2017.
· Since DIACAP is being phased out it is not necessary to go over DIACAP details and it can be confusing to the students.
· With the signing of DoDI 8500.01 the DoD replaced the term “information assurance” with “cybersecurity”.  The term cybersecurity should be used throughout the material.
· The DoD is a stakeholder and is part of the team of federal government agencies that has developed the RMF.  The DoDI 8510.01 incorporates DoD specific risks and issues, but the entirety of the RMF guidance (consisting of National Institute of Standards and Technology (NIST) Special Publications (SPs), Committee on National Security Systems (CNSS) policy and instructions, and DoD specific policies) spans across all federal government organizations and agencies.

	TLO (Job Product or Service) (DAU; SME can make recommendations)
	BLOOM/COURSE

	TLO 26.1.1 Given a Department of Defense (DoD) Information Technology (IT) acquisition scenario and associated acquisition hardware/software documentation, learner will develop Cybersecurity requirements regarding security measures, continuity of operations, and protection of acquisition systems and system content.
	BLOOM: 6 

	ELO(s) with Major Takeaway (MT) (tasks which are required to build the product or service) (DAU)

	ELO 26.1.1.1 Define cybersecurity. 

MT 1.1.  Cybersecurity has officially replaced Information Assurance (IA).

MT 1.2.  While cybersecurity and IA are similar, cybersecurity has a different focus, as identified in its definition
Cybersecurity focuses on prevention.  This implies greater software assurance and supply chain risk management
Cybersecurity focuses on communication systems.  This includes the many communication systems we have today, including smart phones, cloud computing, and other electronic means of communication that were not prevalent before 2010.

MT 1.3.  Students must understand the limits of prevention – cybersecurity must also incorporate recognize, resist, and recover for what cannot be prevented;  this is where considerations of risk come into play and your planning for cybersecurity must integrate with decisions of risk based on the RMF.

Assessment Strategy: QUIZ
	BLOOM: 1
Level 1 (ISA101)

	ELO 26.1.1.2 Identify the basic concepts, threats, and best practices associated with cybersecurity in the DoD.  

MT 2.1.  A few threats and threat vectors: Active and passive threats, cyber-terrorists, nation states, trusted insiders, …
MT 2.2.  Cybersecurity threat: Any circumstance or event with the potential to adversely impact organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, or the Nation through an information system via unauthorized access, destruction, disclosure, modification of information, and/or denial of service.
MT 2.3.  Cybersecurity threat vector: a path or a tool that a Threat Actor uses to attack the target.
MT 2.4. Cybersecurity focuses on prevention and communications instead of reaction and information only as was often considered under Information Assurance.
MT 2.5. The job of cybersecurity is to protect and enable the user.

Assessment Strategy: QUIZ
	BLOOM: 2
Level 1 (CLE074, ISA101), Level 2 (ISA 201)


	ELO 26.1.1.3 Given a cybersecurity threat, recommend major activities that aid in the mitigation of a cybersecurity incident related to that threat.

MT 3.1.  Contract requirements, Supply Chain Risk Management, Software Assurance, Common Criteria, Architecture practices, systems engineering, …
MT 3.2.  Major focus should be on preventive areas.  Contracts should include more than just a clause that programs will be DoDI 8510 compliant. 
MT 3.3.  Supply Chain Risk Management is critical.  Software developed outside the US carries additional risks.  As an example, the Chinese government requires access to Software source code written in China by law.
MT 3.4.  Software Assurance: Level of confidence that software is free from vulnerabilities, either intentionally designed into the software or accidentally inserted at any time during its lifecycle and that the software functions in the intended manner.
MT 3.5.  Secure Coding (CERT): Our Mission: We reduce the number of vulnerabilities to a level that can be fully mitigated in operational environments. This reduction is accomplished by preventing coding errors or discovering and eliminating security flaws during implementation and testing.
MT 3.6.  Students should also be able to define what cannot be prevented and show how that level of risk has been considered in the RMF.
MT 3.7.  Contracting language and best practices should be emphasized.  The student is not developing these, but applying expertise shown to be effective.

Assessment Strategy: CASE
	BLOOM: 5
Level 3 (ISA301)

	ELO 26.1.1.4 Identify 5 to 7 elements that go into a continuity of operations plan (COOP).

MT 4.1.  Disaster recovery, back-up sites, incident response, …
MT 4.2.  Continuity planning normally applies to the mission/business itself; it concerns the ability to continue critical functions and processes during and after an emergency event. 
MT 4.3.  Contingency planning normally applies to information systems, and provides the steps needed to recover the operation of all or part of designated information systems at an existing or new location in an emergency.
MT 4.4.  Cyber Incident Response Planning is a type of plan that normally focuses on detection, response, and recovery to a computer security incident or event.
· Contingency Planning - the interim measure used to recover information technology services following an emergency or system disruption. Contingency planning is especially important for mission-critical systems. The loss of mission-critical system operations would cause the stoppage or direct mission support of warfighter operations.
· COOP templates can be found for each service, but the general content is consistent across the DoD

Assessment Strategy: Quiz
	BLOOM: 2
Level 1 (ISA101)

	ELO 26.1.1.5 Identify underlying guidance and policies associated with cybersecurity within the DoD.

MT 5.1.  JIE, DISN (GIG),Interim DoDI 5000.02,  FISMA, …
MT 5.2.  Joint Information Environment (JIE) 
MT 5.3.  Defense Information System Network (DISN) 
MT 5.4.  Federal Information Security Management Act (FISMA)
MT 5.5.  DoD Strategy for Operating in Cyberspace 

Assessment Strategy: Quiz
	BLOOM: 2
Level 1(ISA101)

	ELO 26.1.1.6 Identify the policies and principles that support cybersecurity for DoD Information Technology (IT)

MT 6.1.  Cybersecurity controls, Reciprocity, operational resilience, interoperability, continuous monitoring, Key policies (DoD specific, NIST, CNSS, …), 
MT 6.2.  Reciprocity - Cybersecurity reciprocity is an essential element in ensuring IT capabilities are developed and fielded rapidly and efficiently across the DoD Information Enterprise. Applied appropriately, reciprocity reduces redundant testing, assessing and documentation, and the associated costs in time and resources. The DoD RMF presumes acceptance of existing test and assessment results and authorization documentation. (DoDI 8510.01)

MT 6.3.  Operational resilience - operational resilience. The ability of systems to resist, absorb, and recover from or adapt to an adverse occurrence during operation that may cause harm, destruction, or loss of ability to perform mission-related functions.(DoDI 8510.01)
MT 6.4.  Continuous monitoring -Continuous Monitoring Capability. DoD will establish and maintain a continuous monitoring capability that provides cohesive collection, transmission, storage, aggregation, and presentation of data that conveys current operational status to affected DoD stakeholders. DoD Components will achieve cohesion through the use of a common continuous monitoring framework, lexicon, and workflow as specified in NIST SP 800-137 (Reference (cs)) (DoDI 8500.01).

MT 6.5. To protect against adversarial threats, a defense in depth strategy must be used.

MT 6.6. DoDI 8500.01 (Cybersecurity) is the overarching DoD policy for cybersecurity.

Assessment Strategy: Case and Quiz
	BLOOM: 2
Level 2 (ISA201)

	ELO 26.1.1.7 Given an IT acquisition scenario, recommend cybersecurity related requirements that go into a request for proposal (RFP).

MT 7.1.  It is not enough to simply state that the system must comply with RMF guidance
MT 7.2.  Items you may want to include in the RFP are:
· expertise of the cybersecurity workforce (currently in DoDD 8570.01, new guidance scheduled – DoDD 8140)
· software assurance
· Developer maturity (ie CMMI) – while CMMI may not directly relate to cybersecurity, a mature developer will often design processes that are more secure as opposed to an immature developer that uses inconsistent and ad hoc processes.
MT 7.3.  Introduce students to Security Quality Requirements Engineering (SQUARE) 
· A nine-step process that helps organizations build security, including privacy, into the early stages of the production lifecycle. Instructional materials are available for download that can be used to teach the SQUARE method.
MT 7.4.  The student should also understand that decisions for cybersecurity cannot be made in a vacuum – connections to KPPs and PPP and NIST standards for security engineering (NIST SP 800-160)

Assessment Strategy: CASE
	BLOOM: 5
Level 3 (ISA301)

	ELO 26.1.1.8 Given an IT acquisition scenario, choose the appropriate controls for a system based on confidentiality, integrity, or availability requirements.

MT 8.1.  The RMF Knowledge service will recommend controls to apply based on system confidentiality, integrity, and availability.
MT 8.2.  We would like the student to understand why controls are selected so he/she can understand why certain controls apply to certain systems.(NIST SP 800-53, 800-53A, and CNSSI No. 125)
MT 8.3.  OCTAVE (Operationally Critical Threat, Asset, and Vulnerability Evaluation) is a suite of tools, techniques, and methods for risk-based information security strategic assessment and planning.

Assessment Strategy: Case
	BLOOM: 3
Level 3 (ISA201, ISA301)

	ELO 26.1.1.9 Apply the Program Protection Plan to an IT Acquisition Scenario.

MT 9.1. Program Protection activities and events should be integrated in overall program scheduling. Program Protection Plan Outline & Guidance. Version 1.0, July 2011.

Assessment Strategy: CASE
	BLOOM: 3
Level 2 (ISA201)

	ELO 26.1.1.10 Identify the purpose and key components of a Program Protection Plan.

MT 10.1. The purpose of the PPP is to help programs ensure that they adequately protect their technology, components, and information.
MT 10.2. The Acquisition Cybersecurity Strategy must now be appended to the PPP.

Assessment Strategy: QUIZ
	BLOOM: 2
Level 1 (ISA101)

	
	

	26.1.1.11 Define a Continuity of Operations Plan (COOP).

MT 11.1. A key component of cybersecurity is resiliency.  COOP provides a plan for continuing operations after a natural or man-made disaster.
MT 11.2. The Contingency Plan is the first plan used by the enterprise risk managers to determine what happened, why, and what to do. It may point to the COOP or Disaster Recovery Plan for major disruptions.
MT 11.3. COOP - Management policy and procedures used to guide an enterprise response to a major loss of enterprise capability or damage to its facilities.
	
Assessment Strategy: QUIZ
	BLOOM: 1
Level 1 (ISA101)

	26.1.1.12 Identify the major principles and components of the Risk Management Framework (RMF) for DoD Information Technology (IT)

MT 12.1.  DoD participates in CNSS and NIST policy development as a vested stakeholder.
MT 12.2. The RMF is much more comprehensive than the previous DIACAP policy.  It applies to any system that communicates digitally (processes 1s and 0s)
MT 12.3. RMF relies on a 3 tiered risk management structure – Tier 3 – Information Systems, Tier 2 – Mission/ Business Process, Tier 3 – Organization
MT 12.4. Cybersecurity requirements must be identified and included throughout the lifecycle of systems.
MT 12.5. The RMF Knowledge Service (KS) is DoD's official site for enterprise RMF policy and implementation guidelines.

Assessment Strategy: QUIZ
	BLOOM: 2
Level 2 (ISA 201)


	26.1.1.13 Identify the six steps of the Risk Management Framework (RMF) for DoD Information Technology (IT)

MT 13.1. The six steps of the RMF are: 1) Categorize Information System, 2) Select Security Controls, 3) Implement Security Controls, 4) Assess Security Controls, 5) Authorize System, 6) Monitor Security Controls

Assessment Strategy: QUIZ
	BLOOM: 2
Level 2 (ISA 201)


	MAJOR TAKEAWAYS (MT) with REFERENCES and CONTENT (Subject Matter Expert (SME))

	MT 1.1.  Cybersecurity has officially replaced information assurance(IA) 
Reference: DoDI 8500.01
“Adopts the term “cybersecurity” as it is defined in National Security Presidential Directive-54/Homeland Security Presidential Directive-23 (Reference (m)) to be used throughout DoD instead of the term “information assurance (IA).””

MT 1.2.  While cybersecurity and IA are similar, cybersecurity has a different focus, as identified in its definition
· Cybersecurity focuses on prevention.  This implies greater software assurance and supply chain risk management
· Cybersecurity focuses on communication systems.  This includes the many communication systems we have today, including smart phones, cloud computing, and other electronic means of communication that were not prevalent before 2010.
From DoDI 8500.01
Cybersecurity. Prevention of damage to, protection of, and restoration of computers, electronic communications systems, electronic communications services, wire communication, and electronic communication, including information contained therein, to ensure its availability, integrity, authentication, confidentiality, and nonrepudiation.

MT 1.3.  Students must understand the limits of prevention – cybersecurity must also incorporate recognize, resist, and recover for what cannot be prevented;  this is where considerations of risk come into play and your planning for cybersecurity must integrate with decisions of risk based on the RMF.

MT 2.1.  A few threats and threat vectors: Active and passive threats, cyberterrorists, nation states, trusted insiders, …
MT 2.2.  Cybersecurity threat: Any circumstance or event with the potential to adversely impact organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, or the Nation through an information system via unauthorized access, destruction, disclosure, modification of information, and/or denial of service.
From US CERT
Federal Agency Incident Categories
	Category
	Name
	Description
	Reporting Timeframe

	CAT 0
	Exercise/Network Defense Testing
	This category is used during state, federal, national, international exercises and approved activity testing of internal/external network defenses or responses.
	Not Applicable; this category is for each agency's internal use during exercises.

	CAT 1
	Unauthorized Access
	In this category an individual gains logical or physical access without permission to a federal agency network, system, application, data, or other resource
	Within one (1) hour of discovery/detection.

	CAT 2
	Denial of Service (DoS)
	An attack that successfully prevents or impairs the normal authorized functionality of networks, systems or applications by exhausting resources. This activity includes being the victim or participating in the DoS.
	Within two (2) hours of discovery/detection if the successful attack is still ongoing and the agency is unable to successfully mitigate activity.

	CAT 3
	Malicious Code
	Successful installation of malicious software (e.g., virus, worm, Trojan horse, or other code-based malicious entity) that infects an operating system or application. Agencies are NOT required to report malicious logic that has been successfully quarantined by antivirus (AV) software.
	Daily
Note: Within one (1) hour of discovery/detection if widespread across agency.

	CAT 4
	Improper Usage
	A person violates acceptable computing use policies.
	Weekly

	CAT 5
	Scans/Probes/Attempted Access
	This category includes any activity that seeks to access or identify a federal agency computer, open ports, protocols, service, or any combination for later exploit. This activity does not directly result in a compromise or denial of service.
	Monthly
Note: If system is classified, report within one (1) hour of discovery.

	CAT 6
	Investigation
	Unconfirmed incidents that are potentially malicious or anomalous activity deemed by the reporting entity to warrant further review.
	Not Applicable; this category is for each agency's use to categorize a potential incident that is currently being investigated.



MT 2.3.  Cybersecurity threat vector: a path or a tool that a Threat Actor uses to attack the target.

Threats can come from:
Cyber Terrorists, Espionage, Social Engineering, E-mail viruses, Employee Error, Natural Disasters, Portable Memory Devices, Fired Employees, Botnets, Rootkits, Wireless Internet Access,’
MT 2.4. Cybersecurity focuses on prevention and communications instead of reaction and information only as was often considered under Information Assurance.
MT 2.5. The job of cybersecurity is to protect and enable the user.


MT 3.1.  Contract requirements, Supply Chain Risk Management, Software Assurance, Common Criteria, Architecture practices, systems engineering, …

MT 3.2.  Major focus should be on preventive areas.  Contracts should include more than just a clause that programs will be DoDI 8510 compliant. 

MT 3.3.  Supply Chain Risk Management is critical.  Software developed outside the US carries additional risks.  As an example, the Chinese government requires access to Software source code written in China by law.

MT 3.4.  Software Assurance: Level of confidence that software is free from vulnerabilities, either intentionally designed into the software or accidentally inserted at any time during its lifecycle and that the software functions in the intended manner.

MT 3.5.  Secure Coding (CERT): Our Mission: We reduce the number of vulnerabilities to a level that can be fully mitigated in operational environments. This reduction is accomplished by preventing coding errors or discovering and eliminating security flaws during implementation and testing.

MT 3.6.  Students should also be able to define what cannot be prevented and show how that level of risk has been considered in the RMF

MT 3.7.  Contracting language and best practices should be emphasized. The student is not developing these, but applying expertise shown to be effective.

MT 4.1.  Disaster recovery, back-up sites, incident response, …
MT 4.2.  Continuity planning normally applies to the mission/business itself; it concerns the ability to continue critical functions and processes during and after an emergency event. 
- Continuity of Operations - DISA provides regulatory-compliant remote recovery capability, or continuity of operations (COOP), those who purchase that service and document the requirement within their governing Service Level agreement (SLA). The standards and minimum requirements outlined in DoD Instruction (DoDI) 8500.01 include continuity-related cybersecurity controls. Those minimums form the foundation for the program as administered by DISA.

MT 4.3.  Contingency planning normally applies to information systems, and provides the steps needed to recover the operation of all or part of designated information systems at an existing or new location in an emergency.
MT 4.4.  Cyber Incident Response Planning is a type of plan that normally focuses on detection, response, and recovery to a computer security incident or event.
· Contingency Planning - the interim measure used to recover information technology services following an emergency or system disruption. Contingency planning is especially important for mission-critical systems. The loss of mission-critical system operations would cause the stoppage or direct mission support of warfighter operations.
· COOP templates can be found for each service, but the general content is consistent across the 
· DoD

NIST 800-34
[image: ]

MT 5.1.  JIE, DISN (GIG),Interim DoDI 5000.02,  FISMA, …
Interim DoDI 5000.02 - DOD INFORMATION ENTERPRISE ARCHITECTURE. The DoD Information Enterprise Architecture will underpin all information architecture development to realize the Joint Information Environment. Program Managers must develop solution architectures that comply with the DoD Information Enterprise Architecture, applicable Mission Area and Component architectures, and DoD Component architecture guidance. A program’s solution architecture should define capability and interoperability requirements, establish and enforce standards, and guide security and cybersecurity requirements. The standards used to form the Standard Viewpoints of integrated architectures will be selected from those contained in the current approved version of the DoD IT Standards Registry within the Global Information Grid Technical Guidance Federation service ). The IT will be tested to measures of performance derived from the solution architecture.

MT 5.2.  Joint Information Environment (JIE) 
Joint Information Environment (JIE) – DoD Strategy for Implementing the Joint Information Environment - Single Security Architecture (SSA) – Establishing an SSA will collapse network security boundaries; reduce the Department’s external attack surface; enable better containment and maneuver in reaction to cyber attack; and standardize management, operational and technical security controls. The JIE will enable network and system operators and defenders at every level to have visibility into the status of the networks, as well as enable commonality in how cyber threats are countered by DoD. The Department will know who is operating on its networks and what they are doing, and it will be able to attribute their actions with a high degree of confidence. This will minimize complexity for synchronizing cyber responses, maximize operational efficiencies, and reduce risk

MT 5.3.  Defense Information System Network (DISN) 
MT 5.4.  Federal Information Security Management Act (FISMA)
MT 5.5.  DoD Strategy for Operating in Cyberspace 
DoD Strategy for Operating in Cyberspace - FIVE STRATEGIC INITIATIVES
Strategic Initiative 1: Treat cyberspace as an operational domain to organize, train, and equip so that DoD can take full advantage of cyberspace’s potential
Strategic Initiative 2: Employ new defense operating concepts to protect DoD networks and systems 
Strategic Initiative 3: Partner with other U.S. government departments and agencies and the private sector to enable a whole-of-government cybersecurity strategy
Strategic Initiative 4: Build robust relationships with U.S. allies and international partners to strengthen collective cybersecurity
Strategic Initiative 5: Leverage the nation’s ingenuity through an exceptional cyber workforce and rapid technological innovation

MT 6.1.  Cybersecurity controls, Reciprocity, operational resilience, interoperability, continuous monitoring, Key policies (DoD specific, NIST, CNSS, …), 
Interim DoDI 5000.02 - 
1) Beginning at Milestone A, the TEMP will document a strategy and resources for cybersecurity T&E. At a minimum, software in all systems will be assessed for vulnerabilities.  Higher criticality systems will also require penetration testing from an emulated threat in an operationally realistic environment during OT&E.
(2) Beginning at Milestone B, appropriate measures will be included in the TEMP and used to evaluate operational capability to protect, detect, react, and restore to sustain continuity of operation. The TEMP will document the threats to be used, which should be selected based on the best current information available from the intelligence community.
(3) The Program Manager, T&E subject matter experts, and applicable certification stakeholders will assist the user in writing testable measures for cybersecurity and interoperability.
a. Cybersecurity Risk Management Framework (RMF). Cybersecurity RMF steps and activities, as described in DoD Instruction 8510.01 (Reference (bx)), should be initiated as early as possible and fully integrated into the DoD acquisition process including requirements management, system engineering, and test and evaluation. Integration of the RMF in acquisition processes reduces required effort to achieve authorization to operate and subsequent management of security controls throughout the system life cycle.
b. Cybersecurity Strategy. All acquisitions of systems containing IT, including NSS, will have a Cybersecurity Strategy. Beginning at Milestone A, the Program Manager will submit the Cybersecurity Strategy to the cognizant DoD Component CIO for review and approval prior to milestone decisions or contract awards (section 811 of P.L. 106-398 (Reference (r))).

3. POLICY. It is DoD policy that:
a. Risk Management
(1) DoD will implement a multi-tiered cybersecurity risk management process to protect U.S. interests, DoD operational capabilities, and DoD individuals, organizations, and assets from the DoD Information Enterprise level, through the DoD Component level, down to the IS level as described in National Institute of Standards and Technology (NIST) Special Publication (SP) 800-39 (Reference (o)) and Committee on National Security Systems (CNSS) Policy (CNSSP) 22 (Reference (p)).
(2) Risks associated with vulnerabilities inherent in IT, global sourcing and distribution, and adversary threats to DoD use of cyberspace must be considered in DoD employment of capabilities to achieve objectives in military, intelligence, and business operations.
(3) All DoD IT will be assigned to, and governed by, a DoD Component cybersecurity program that manages risk commensurate with the importance of supported missions and the value of potentially affected information or assets.
(4) Risk management will be addressed as early as possible in the acquisition of IT and in an integrated manner across the IT life cycle.
(5) Documentation regarding the security posture of DoD IS and PIT systems will be made available to promote reciprocity as described in DoDI 8510.01 (Reference (q)) and to assist authorizing officials (AOs) (formerly known as designated approving or accrediting authorities) from other organizations in making credible, risk-based decisions regarding the acceptance and use of systems and the information that they process, store, or transmit.
c. Integration and Interoperability
(1) Cybersecurity must be fully integrated into system life cycles and will be a visible element of organizational, joint, and DoD Component IT portfolios.
(2) Interoperability will be achieved through adherence to DoD architecture principles, adopting a standards-based approach, and by all DoD Components sharing the level of risk necessary to achieve mission success.
(3) All interconnections of DoD IT will be managed to minimize shared risk by ensuring that the security posture of one system is not undermined by vulnerabilities of interconnected systems.
d. Cyberspace Defense. Cyberspace defense will be employed to protect, detect, characterize, counter, and mitigate unauthorized activity and vulnerabilities on DoD information networks. Cyberspace defense information will be shared with all appropriately cleared and authorized personnel in support of DoD enterprise-wide situational awareness.
e. Performance
(1) Implementation of cybersecurity will be overseen and governed through the integrated decision structures and processes described in this instruction.
(2) Performance will be measured, assessed for effectiveness, and managed relative to contributions to mission outcomes and strategic goals and objectives, in accordance with Sections 11103 and 11313 of Title 40, United States Code (U.S.C.) (Reference (s)).
(3) Data will be collected to support reporting and cybersecurity management activities across the system life cycle.
(4) Standardized IT tools, methods, and processes will be used to the greatest extent possible to eliminate duplicate costs and to focus resources on creating technologically mature and verified solutions.
f. DoD Information. All DoD information in electronic format will be given an appropriate level of confidentiality, integrity, and availability that reflects the importance of both information sharing and protection.
g. Identity Assurance
(1) Identity assurance must be used to ensure strong identification, authentication, and eliminate anonymity in DoD IS and PIT systems.
(2) DoD will public key-enable DoD ISs and implement a DoD-wide Public Key Infrastructure (PKI) solution that will be managed by the DoD PKI Program Management Office in accordance with DoDI 8520.02 (Reference (t)).
(3) Biometrics used in support of identity assurance will be managed in accordance with DoDD 8521.01 (Reference (u)).
h. Information Technology
(1) All IT that receives, processes, stores, displays, or transmits DoD information will be acquired, configured, operated, maintained, and disposed of consistent with applicable DoD cybersecurity policies, standards, and architectures.
(2) Risks associated with global sourcing and distribution, weaknesses or flaws inherent in the IT, and vulnerabilities introduced through faulty design, configuration, or use will be managed, mitigated, and monitored as appropriate.
(3) Cybersecurity requirements must be identified and included throughout the lifecycle of systems including acquisition, design, development, developmental testing, operational testing, integration, implementation, operation, upgrade, or replacement of all DoD IT supporting DoD tasks and missions.
i. Cybersecurity Workforce
(1) Cybersecurity workforce functions must be identified and managed, and personnel performing cybersecurity functions will be appropriately screened in accordance with this instruction and DoD 5200.2-R (Reference (v)), and qualified in accordance with DoDD 8570.01 (Reference (w)) and supporting issuances.
(2) Qualified cybersecurity personnel must be identified and integrated into all phases of the system development life cycle.
j. Mission Partners
(1) Capabilities built to support cybersecurity objectives that are shared with mission partners will be consistent with guidance contained in Reference (r) and governed through integrated decision structures and processes described in this instruction.
 (2) DoD-originated and DoD-provided information residing on mission partner ISs must be properly and adequately safeguarded, with documented agreements indicating required levels of protection.

From DoDI 8510.01 – 6 Step Risk Management Framework Process (Enclosure 6)

a. Step 1 - Categorize System
(1) Categorize the system in accordance with Reference (e) and document the results in the security plan. Categorization of IS and PIT systems is a coordinated effort between the PM/SM, ISO, IO, mission owner(s), ISSM, AO, or their designated representatives. In the categorization process, the IO identifies the potential impact (low, moderate, or high) resulting from loss of confidentiality, integrity, and availability if a security breach occurs. For acquisition programs, this categorization will be documented as a required capability in the initial capabilities document, the capability development document, the capabilities production document, and the cybersecurity strategy within the program protection plan (PPP). Specific guidance on determining the security category for information types and ISs is included in the KS.
(2) Describe the system (including system boundary) and document the description in the security plan.
(3) Register the system with the DoD Component Cybersecurity Program. See DoD Component implementing policy for detailed procedures for system registration.
(4) Assign qualified personnel to RMF roles. The members of the RMF Team are required to meet the suitability and fitness requirements established in DoD 5200.2-R (Reference (y)). RMF Team members must also meet appropriate qualification standards in accordance with Reference (p). RMF team member assignments must be documented in the security plan.
 (5) To avoid potential conflicts of interest or undue influence in RMF roles, certain designations or relationships will not be allowed. The AO or SCA cannot be or report to the PM/SM or program executive officer. The UR cannot be or report to the PM/SM.
b. Step 2 - Select Security Controls
(1) Common Control Identification. This task is the responsibility of the DoD CIO, DoD Component CIOs, and other organizations and entities that provide solutions for common controls. Common controls are selected as “common” and provided via the KS based on risk assessments conducted by these entities at the Tier 1 and Tier 2 levels. By identifying the security controls that are provided by the organization as common solutions for IS and PIT systems, and documenting the assessment and authorization of the controls in a security plan (or equivalent document), individual systems within those organizations can leverage these common controls through inheritance. See the KS for identification of common controls for DoD and additional information on how they are documented within the security authorization package.
(2) Security Control Baseline and Overlay Selection. Identify the security control baseline for the system, as provided in Reference (e), and document in the security plan. The baselines identified in Reference (e) address the overall threat environment for DoD IS and PIT systems. In this step, the applicable security controls baseline and relevant overlays for a system are assigned. See Reference (e) and the KS for detailed procedures. In brief, the process consists of:
(a) Selecting the applicable initial security control baseline from Reference (e) based on the IS categorization. These security control baselines identify the specific security controls from Reference (f) that are applicable to the system categorization.
(b) Identifying overlays that apply to the IS or PIT system due to information contained within the system or environment of operation. Overlays may add or subtract security controls, or provide additional guidance regarding security controls, resulting in a set of security controls applicable to that system that is a combination of the baseline and overlay. The combination of baselines and overlays address the unique security protection needs associated with specific types of information or operational requirements. Overlays reduce the need for ad hoc or case-by-case tailoring by allowing COIs to develop standardized overlays that address their specific needs and scenarios. Access to the overlays, and guidance regarding how to determine which overlays may apply, are included in the KS. The KS is the authoritative source for detailed security control descriptions, implementation guidance and assessment procedures. Examples of overlays include:
1. Tactical environments.
2. PIT systems (including special categories of PIT systems, such as Industrial Control Systems or tactical PIT systems).
3. Personally identifiable information (PII) and Public Law 104-191, also known as the “Health Insurance Portability and Accountability Act” (Reference (z)), requirements.
4. Cross-domain requirements.
5. Classified information.
(c) If necessary, tailor (modify) a control set in response to increased risk from changes in threats or vulnerabilities, or variations in risk tolerance. The resultant set of security controls derived from tailoring is referred to as the tailored control set. Tailoring decisions must be aligned with operational considerations and the environment of the IS or PIT system and should be coordinated with mission owner(s) and URs. Security controls should be added or removed only as a function of specified, risk-based determinations. Tailoring decisions, including the specific rationale (e.g., mapping to risk tolerance) for those decisions, are documented in the security plan for the system. Every selected control must be accounted for either by the organization or the ISO or PM/SM. If a selected control is not implemented, then the rationale for not implementing the controls must be documented in the security plan and POA&M. The tailoring process may include:
1. Applying scoping guidance to the initial set of security controls;
2. Selecting or specifying compensating controls to adjust the initial set of security controls to obtain an equivalent set deemed to be more feasible to implement; or
3. Specifying organization-defined parameters in the security controls via explicit assignment and selection statements to complete the definition of the tailored set of security controls.
(d) Supplementing the tailored baseline security control set, if necessary, with additional controls or control enhancements that consider local conditions including environment of operation, organization-specific security requirements, specific threat information, cost-benefit analyses, or special circumstances, and are based on risk assessments consistent with NIST SP 800-30 (Reference (j)).
(e) The resulting set of security controls is documented, along with the supporting rationale for selection decisions and any system use restrictions, in the security plan. The security plan must identify all common controls inherited from external providers, and establish minimum assurance requirements for those controls.
(3) Monitoring Strategy. Develop and document a system-level strategy for the continuous monitoring of the effectiveness of security controls employed within or inherited by the system, and monitoring of any proposed or actual changes to the system and its environment of operation. The strategy must include the plan for annual assessments of a subset of implemented security controls, and the level of independence required of the assessor (e.g., ISSM or SCA). The breadth, depth, and rigor of these annual assessments should be reflective of the security categorization of the system and threats to the system.
The SCA should be integral to the development of this strategy. The system-level continuous monitoring strategy must conform to all applicable published DoD enterprise-level or DoD Component-level continuous monitoring strategies.
(4) Security Plan and System-Level Continuous Monitoring Strategy Review and Approval. The DoD Components will develop and implement processes whereby the AO (or designee) reviews and approves the security plan and system-level continuous monitoring strategy submitted by the ISO or PM/SM. By approving the security plan, the AO agrees to the system categorization, the set of security controls proposed to meet the security requirements for the system, and the adequacy of the system-level continuous monitoring strategy. The approval of the security plan also establishes the level of effort required to successfully complete the remainder of the steps in the RMF and provides the basis of the security specification for the acquisition of the system, subsystems, or components. For acquisition programs, approval should be accomplished before Milestone B and the issuance of the design and development request for proposals. If the security plan is deemed unacceptable, the AO or designated representative sends the plan back to the ISO or PM/SM for appropriate action. The AO approval of the security plan must be documented in the security plan.
c. Step 3 - Implement Security Controls
(1) Implement the security controls specified in the security plan in accordance with DoD implementation guidance found on the KS.
(a) Products used within an IS or PIT system boundary will be configured in accordance with applicable STIGs or SRGs where STIGs are not available.
(b) Security controls are implemented consistent with DoD and DoD Component IA architectures and standards, employing system and software engineering methodologies, security engineering principles, and secure coding techniques. DoD recommended security control implementation guidance is available on the KS.
(c) The ISO or PM/SM must ensure early and ongoing involvement by IS security engineers qualified in accordance with DoD 8570.01-M (Reference (aa)). Mission owner(s) must translate security controls into system specifications, ensure the successful integration of those specifications into the system design, and ensure security engineering trades do not impact the ability of the system to meet the fundamental mission requirements. This includes ensuring that technical and performance requirements derived from the assigned security controls are included in requests for proposals and subsequent contract documents for design, development, production, and maintenance.
(d) The proposed system security design must be addressed in preliminary and critical design reviews. System security design should address security controls that may be satisfied through inheritance of common controls. In addition, mandatory configuration settings are established and implemented on IT products in accordance with federal and DoD policies.
 (e) PMs for programs acquiring IS or PIT systems in accordance with Reference (s) must integrate the security engineering of cybersecurity requirements and cybersecurity testing considerations into the program’s overall systems engineering process, and document and update this approach in the program’s systems engineering plan and PPP throughout the system development lifecycle.
(2) Document the security control implementation in accordance with DoD implementation guidance found on the KS, in the security plan, providing a description of the control implementation (including planned inputs, expected behavior, and expected outputs) if not in accordance with the KS guidance. See the KS for specific control documentation requirements, including required artifacts, templates, and best practices.
(3) Security controls that are available for inheritance (e.g. common controls) by IS and PIT systems will be identified and have associated compliance status provided by hosting or connected systems.
d. Step 4 - Assess Security Controls
(1) Develop, review, and approve a plan to assess the security controls. An assessment methodology consistent with Reference (j) is provided in the KS as a model for use or adaptation. DoD Components will use this model, or justify the use of another risk assessment methodology within the Component, to include addressing understanding of the impact on reciprocity across the federal, Intelligence, and DoD communities. The risk assessment will be used by the SCA to determine the level of overall system cybersecurity risk and as a basis for a recommendation for risk acceptance or denial to the AO. The SCA develops the security assessment plan, and the AO or AODR reviews and approves the plan. PMs of programs acquiring IS and PIT systems, in concert with the SCA and the program’s T&E, working-level integrated product team, must:
(a) Ensure security control assessment activities are coordinated with the following: interoperability and supportability certification efforts; DT&E events; OT&E events.
(b) Ensure the coordination of activities is documented in the security assessment plan and the program T&E documentation , to maximize effectiveness, reuse, and efficiency. Where appropriate, integrated testing should include the evaluation of survivability, assessment of controls, and certification testing, as well as developmental and OT&E.
(2) Assess the security controls in accordance with the security assessment plan and DoD assessment procedures. Assessment procedures are used to verify that a security control has been properly implemented. SRG and STIG compliance results will be documented and used as part of the overall security control assessment. The KS is the authoritative source for security control assessment procedures. Actual results are recorded in the SAR and POA&M as part of the security authorization package, along with any artifacts produced during the assessment (e.g., output from automated test tools or screen shots that depict aspects of system configuration). For inherited security controls, assessment test results and supporting documentation are maintained by the providing system and are made available to SCAs of receiving systems on request. For common controls inherited from the enterprise, instructions for documenting compliance are provided on the KS. SCAs will maximize the reuse of existing assessment (i.e., a leveraged authorization), and T&E documentation in their assessment of the system.
(a) Record Security Control Compliance Status. If no vulnerabilities are found through the process of executing the assessment procedures, the security control is recorded as compliant. If vulnerabilities are found, the control is recorded as NC in the POA&M, with sufficient explanation. Security controls that are not technically or procedurally relevant to the system, as determined by the AO, will be recorded as not applicable (NA) in the POA&M, with sufficient justification. The status and results of all security control assessments in the control set (see paragraph 2b(2) of this enclosure) will be recorded in the SAR. DoD implementation guidance and assessment procedures are available on the KS. Assessment procedures that are used that are not in accordance with the KS will be documented fully in the SAR.
(b) Assign Vulnerability Severity Value for Security Controls. Vulnerability severity values are assigned to all NC controls by the SCA as part of the security control analysis to indicate the severity associated with the identified vulnerability. Vulnerability severity values are identified in Reference (j). Vulnerability severity values for security controls are informed by assessment at the CCI level. If a control has a STIG or SRG associated through CCIs, the vulnerabilities identified by STIG or SRG assessments will be used to inform the overall vulnerability severity value for the security control.
(c) Determine Risk Level for Security Controls. The SCA determines and documents in the SAR a risk level for every NC security control in the system baseline. NC controls are subjected to a risk assessment process that considers multiple factors in producing the risk level. As described in Reference (j), these factors include, but are not limited to:
1. The SCA’s determination that a credible or validated threat source and potential event exists that is capable of, and likely to, exploit vulnerabilities in the implementation of the control.
2. Vulnerability severity level and pre-disposing conditions. This includes the SCA’s estimate of the adequacy of existing mitigations or compensating controls to address the vulnerability and mitigations provided by the hosting enclave, CNDSP, or other protective measures.
3. The cybersecurity attribute (i.e., confidentiality, integrity, or availability) and associated categorization impact level (high, moderate, low) related to the control.
4. The SCA’s estimate of impact of a successful threat event.
(d) Assess and Characterize Aggregate Level of Risk to the System. The SCA must determine and document in the SAR an assessment of overall system level of risk (see levels of risk in Reference (j)), and identify the key drivers for the assessment. The SCA’s risk assessment considers threats, vulnerabilities, and potential impacts as well as existing and planned risk mitigation. The risk assessment must address all NC controls, and clearly communicate the SCA’s conclusion on system cybersecurity risk, and any recommendations for special instructions to accompany the authorization decision.
(3) Prepare the SAR, documenting the issues, findings, and recommendations from the security control assessment. The SAR documents the SCA’s findings of compliance with assigned security controls based on actual assessment results. It addresses security controls in a NC status, including existing and planned mitigations. A SAR is always required before an authorization decision. If a compelling mission or business need requires the rapid introduction of a new IS or PIT system, assessment activity and a SAR are still required.
(4) Conduct remediation actions on NC security controls based on the findings and recommendations of the SAR and reassess remediated control(s), as appropriate.
e. Step 5 - Authorize System
(1) Prepare the POA&M based on the vulnerabilities identified during the security control assessment. A full discussion and templates for preparing a POA&M is provided in the KS.
(a) A POA&M that the ISO or PM/SM develops:
1. Identifies tasks that need to be accomplished to remediate or mitigate vulnerabilities.
2. Specifies resources required to accomplish the elements of the plan.
3. Includes milestones for completing tasks and their scheduled completion dates.
(b) POA&Ms are maintained throughout the system life cycle. Once posted to the POA&M, vulnerabilities will be updated after correction or mitigation actions are completed, but not removed.
(c) Inherited vulnerabilities must be addressed on the POA&Ms. POA&Ms must be active throughout a system’s life cycle as vulnerabilities remain or are remediated.
(d) The AOs, or AODRs, must monitor and track overall execution of POA&Ms under their responsibility.
(e) The ISO or PM/SM must implement the corrective actions identified in the POA&M. With the support and assistance of the ISSM, they must also provide visibility and status to the AO and the SISO.
(f) The DoD Component SISOs must monitor and track the overall execution of system-level POA&Ms across the entire Component until identified security vulnerabilities have been remediated and the RMF documentation is appropriately adjusted.
 (2) Assemble the security authorization package and submit the package to the AO for adjudication. The ISSM assembles the security authorization package, consisting of the updated security plan, the SAR, and the POA&M. The security authorization package must also contain, or provide links to, the appropriate documentation for any security controls that are being satisfied through inheritance (e.g., security authorization packages, contract documents, MOAs, and SLAs). The security authorization package is submitted to the AO (via the AODR if appropriate) for review and final acceptance.
(3) Determine the risk to organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, or the Nation. The AO considers the current security state of the system (as reflected by the risk assessment and recommendations provided in the SAR), and weighs this against the operational need for the system. The AO must also consider any applicable risk-related guidance from the DoD SISO, PAOs, DoD ISRMC, DSAWG, DoD Component SISO, or mission owner(s). Weighing these factors, the AO renders a final determination of risk to DoD operations and assets, individuals, other organizations, and the Nation from the operation and use of the system. The KS provides additional guidance and tools for conducting system authorization risk assessments.
(4) Determine if the risk to organizational operations, organizational assets, individuals, other organizations, or the Nation is acceptable. The product of this risk determination is the authorization decision. An authorization decision applies to a specifically identified IS or PIT system and balances mission need against risk to the mission, the information being processed, the broader information environment, and other missions reliant on the shared information environment. A DoD authorization decision is expressed as an ATO, an IATT, or a DATO. An IS or PIT system is considered unauthorized if an authorization decision has not been made.
(a) If overall risk is determined to be acceptable, and there are no NC controls with a level of risk of “Very High” or “High,” then the authorization decision should be issued in the form of an ATO. An ATO authorization decision must specify an ATD that is within 3 years of the authorization date unless the IS or PIT system has a system-level continuous monitoring program compliant with DoD continuous monitoring policy as issued.
(b) If NC controls with a level of risk of “Very High” or “High” exist that cannot be corrected or mitigated immediately, but overall system risk is determined to be acceptable due to mission criticality, then the authorization decision will be issued in the form of an ATO with conditions and only with permission of the responsible DoD Component CIO. If the system still requires operation with a level of risk of “Very High” or “High” after 1 year, the DoD Component CIO must again grant permission for continued operation of the system. This authority cannot be delegated below the DoD Component CIO. The DoD Component CIO must concur in writing or through DoD public key infrastructure (PKI)-certified digital signature that the security risk of continued system operation is acceptable due to mission criticality. The DoD Component CIO provides a copy of the concurrence and authorization decision document with supporting rationale to the DoD ISRMC Secretariat and the DoD SISO. This authorization decision closely manages risk while allowing system operation. The ATOs with conditions should specify an AO review period that is within 6 months of the authorization date. The
POA&M supporting this ATO documents identified vulnerabilities and specifies corrective actions to be completed before the review.
(c) If the risk determination is being made to permit testing of the system in an operational information environment or with live data, and the risk is acceptable, then the authorization decision should be issued in the form of an IATT.
1. IATTs should be granted only when an operational environment or live data is required to complete specific test objectives (e.g., replicating certain operating conditions in the test environment is impractical), and should expire at the completion of testing (normally for a period of less than 90 days). Operation of a system under an IATT in an operational environment is for testing purposes only (i.e., the system will not be used for operational purposes during the IATT period). The application of an IATT in support of DT&E needs to be planned, resourced, and documented within the program T&E plan in accordance with Reference (s).
2. For full and independent operational testing, an ATO (rather than an IATT) may be required if operational testing and evaluation is being conducted in the operational environment or on deployed capabilities. In this case, the ATO should be reviewed following operational testing and evaluation for modification as necessary in consideration of the operational test results.
3. All applicable security controls should be tested and satisfied before testing in an operational environment or with live data except for those that can only be tested in an operational environment. In consultation with the ISO or PM/SM, the AO will determine which security controls can only be tested in an operational environment.
(d) If risk is determined to be unacceptable, the authorization decision should be issued in the form of a DATO. If the system is already operational, the AO will issue a DATO and stop operation of the system immediately. Network connections will be immediately terminated for any system issued a DATO. A DATO may also be issued coincidental to implementing a decommissioning strategy for a system.
(e) Documentation supporting an authorization decision will be provided in electronic form if requested by AOs of interconnecting IS and PIT systems.
f. Step 6 - Monitor Security Controls
(1) Determine the security impact of proposed or actual changes to the IS or PIT system and its environment of operation. Included in the security controls assigned to all IS and PIT systems are security controls related to configuration and deficiency management, performance monitoring, and periodic independent evaluations (e.g., penetration testing).
(a) The ISSM, in coordination with other appropriate personnel (e.g., IS security engineer, system administrators, CNDSP):
1. Continuously monitors the system or information environment for security-relevant events and configuration changes that negatively affect security posture.
2. Periodically assesses the quality of security controls implementation against performance indicators, such as: security incidents; feedback from external inspection agencies (e.g., OIG DoD, Government Accountability Office (GAO)); exercises; and operational evaluations, including Director, OT&E IA, assessments.
3. Must report any significant change in the security posture of the system, and recommended mitigations, immediately to the SCA and AO.
4. May recommend to the SCA or AO a reassessment of any or all security controls at any time.
(2) Assess a subset of the security controls employed within and inherited by the IS or PIT system in accordance with the AO-approved system-level continuous monitoring strategy.
(a) The assessor must provide a written and signed (or if digital, DoD PKI-certified digitally signed) report in the SAR format to the AO that indicates the results of an annual assessment of selected security controls. Reference (c) provides additional guidance on conducting annual assessments.
(b) The results of the annual assessment must be documented in an SAR, which will recommend either no change to the authorization status or downgrade to a DATO. The POA&M will also be updated as appropriate.
(c) The AO must review the SAR in light of mission and information environment indicators and determine a course of action that will be provided to the responsible CIO or SISO for reporting requirements described in FISMA. An AO may downgrade or revoke an authorization decision at any time if risk conditions or concerns so warrant.
(3) Conduct remediation actions based on the results of ongoing monitoring activities, assessment of risk, and outstanding items in the POA&M. Systems with a current ATO that are found to be operating in an unacceptable cybersecurity posture through Director, OT&E IA, assessments, GAO audits, OIG DoD audits, or other reviews or events (such as an annual security review or compliance assessment) must have the newly identified vulnerabilities and associated level of risk added to an existing or newly created POA&M.
(4) The PM/SM ensures the security plan and POA&M are updated based on the results of the system-level continuous monitoring process. The ISSM may recommend changes or improvement to the implementation of assigned security controls, the assignment of additional security controls, or changes or improvements to the design of the system itself to the SCA and AO at any time.
 (5) Report the security status of the system (including the effectiveness of security controls employed within and inherited by the system) to the AO and other appropriate organizational officials on an ongoing basis in accordance with the monitoring strategy.
(6) The AO reviews the reported security status of the system (including the effectiveness of security controls employed within and inherited by the system) on an ongoing basis in accordance with the monitoring strategy to determine whether the risk to organizational operations, organizational assets, individuals, other organizations, or the nation remains acceptable.
(a) In accordance with Appendix III to OMB Circular A-130 (Reference (ab)), systems must be reassessed and reauthorized once every 3 years. The results of an annual review or a major change in the cybersecurity posture at any time may also indicate the need for reassessment and reauthorization of the system.
(b) Systems that have been evaluated as having a sufficiently robust system-level continuous monitoring program (as defined by emerging DoD continuous monitoring policy) may operate under a continuous reauthorization. Continuous monitoring does not replace the security authorization requirement; rather, it is an enabler of ongoing authorization decisions.
(7) Implement a system decommissioning strategy, when needed, which executes required actions when an IS or PIT system is removed from service. When a system is removed from operation, a number of RMF-related actions are required. Before decommissioning, any control inheritance relationships should be reviewed and assessed for impact. Once the system has been decommissioned, the security plan should be updated to reflect the system’s decommissioned status, and the system should be removed from all tracking systems. Other artifacts and supporting documentation should be disposed of according to its sensitivity or classification. Data or objects in cybersecurity infrastructures that support the DoD Information Enterprise, such as key management, identity management, vulnerability management, and privilege management, should be reviewed for impact.



MT 6.2.  Reciprocity - Cybersecurity reciprocity is an essential element in ensuring IT capabilities are developed and fielded rapidly and efficiently across the DoD Information Enterprise. Applied appropriately, reciprocity reduces redundant testing, assessing and documentation, and the associated costs in time and resources. The DoD RMF presumes acceptance of existing test and assessment results and authorization documentation. (DoDI 8510.01)
h. Cybersecurity Reciprocity
(1) Within DoD, reciprocity has been implemented as cybersecurity reciprocity to differentiate it from the application of reciprocity to other disciplines. Cybersecurity reciprocity reduces time and resources wasted on redundant test, assessment and documentation efforts.
(2) Cybersecurity reciprocity is best achieved through transparency (i.e., making sufficient evidence regarding the security posture of an IS or PIT system available, so that an AO from another organization can use that evidence to make credible, risk-based decisions regarding the acceptance and use of that system or the information it processes, stores, or transmits). DoD Components must share security authorization packages with affected information owners (IOs) or stewards and interconnected ISOs to support cybersecurity reciprocity. The reciprocal acceptance of DoD and other federal agency and department security authorizations will be implemented in accordance with the procedures in Reference (q).
3. OPERATIONAL RESILIENCE. Operational resilience requires three conditions to be met: information resources are trustworthy; missions are ready for information resources degradation or loss; and network operations have the means to prevail in the face of adverse events. Operational resilience must be achieved by:
a. Using TSN requirements and best practices to protect mission-critical functions and components and manage risks to the integrity of critical information and communications technology in accordance with Reference (bm) for the sustainment of IT. This includes the use of criticality analysis, all-source threat informed acquisition, and engineering mitigations, and the authorities prescribed in section 806 of the Ike Skelton National Defense Authorization Act for Fiscal Year 2011(Reference (cl)). TSN processes and best practices must be applied early and across the system development life cycle, and be applied to system acquisitions and the purchase and integration of replacement IT as described in Reference (bm).
b. Performing developmental T&E of cybersecurity in accordance with Reference (av) and OT&E in accordance with References (bc) and (bd), including the ability to detect and react to penetrations and exploitations and to protect and restore data and information, in order to inform acquisition and fielding decisions.
c. Supporting acquisition program protection by:
(1) Ensuring cybersecurity is a key element of program protection planning activities that manage risks to advance technology and mission-critical system functionality from foreign collection due to design vulnerability or supply chain exploit insertion, and battlefield loss throughout the system life cycle.
(2) Having mission criteria for identifying critical components and critical program information as established in References (bm) and (ay).
d. Planning for mission continuation in the face of degraded or unavailable information resources in accordance with DoDD 3020.26 (Reference (cm)), and integrating those plans and priorities into the DoD Information Enterprise.
e. Exercising under realistic cyber conditions and testing procedures and tactics for work-arounds and fall-backs in the face of hostility in accordance with Secretary of Defense Memorandum (Reference (cn)). This includes:
(1) Conducting periodic exercises or evaluations of the ability to operate during loss of all information resources and connectivity.
 (2) Being able to allocate information resources dynamically as needed to sustain mission operations while addressing cyber failures, no matter the cause.
(3) Being able to restore information resources rapidly to a trusted state while maintaining support to ongoing missions.
f. Preserving the trust in the security of DoD information during transmission.
(1) Transmission of DoD information must be protected through the communications security (COMSEC) measures and procedures established in DoDI 8523.01 (Reference (co)) and security controls that support transmission security (TRANSEC) in Reference (cj).
(2) COMSEC monitoring and cybersecurity readiness testing will be conducted in accordance with Reference (bn).
(3) Compromising emanations (i.e., TEMPEST) countermeasures must be applied in accordance with policy in Reference (ca), guidance in Reference (cb), and other TEMPEST guidance as issued by the DIRNSA/CHCSS.
g. Using automation whenever possible in support of cybersecurity objectives including, but not limited to, secure configuration management, continuous monitoring, active cyber defense, and incident reporting and situational awareness.
4. INTEGRATION AND INTEROPERABILITY
a. Net-Centric Operations. A net-centric model provides people, services, and platforms the ability to discover one another and connect to form new capabilities or teams without being constrained by geographic, organizational, or technical barriers. The net-centric model allows people, services, and platforms to work together to achieve shared ends. To be net-centric, cybersecurity will be designed, organized, and managed such that it can work together in any combination that events demand and maintain an expected level of readiness so that all required cybersecurity assets can be brought to bear in a rapid and flexible manner to meet new or changing mission needs.
b. Integration. Cybersecurity must be fully integrated into system life cycles so that it will be a visible element of organizational, joint, and DoD Component architectures, capability identification and development processes, integrated testing, information technology portfolios, acquisition, operational readiness assessments, supply chain risk management, SSE, and operations and maintenance activities.
c. Interoperability
(1) Cybersecurity products (e.g., firewalls, file integrity checkers, virus scanners, intrusion detection systems, anti‐malware software) should operate in a net-centric manner to enhance the exchange of data and shared security policies.
 (2) Semantic, technical, and policy interoperability will be used to integrate disparate cybersecurity products into a net-centric enterprise that can work together to create new intelligence and make and implement decisions at network speed.
(3) Semantic, technical, and policy interoperability support products are designed to provide security for communications between different IT systems. Interoperable communications must be consistent with approved cryptographic design and current system implementation standards. The objective is to ensure the seamless and secure exchange of classified or sensitive information that is critical to the success of DoD mission goals and objectives.
d. Standards-Based Approach. The DoD cybersecurity and cyberspace defense data strategy will enable semantic, technical, and policy interoperability through a standards-based approach that has been refined by many in industry, academia, and government. It is an information‐oriented approach (see for example the security content automation protocol (SCAP) discussion in NIST SP 800-126 (Reference (cp)).
e. DoD Architecture Principles. Interoperability and effective management of security content will be achieved through adherence to DoD cybersecurity architectures as issued. All DoD Components must commit to these architectures to facilitate sharing of information necessary to achieve mission success while managing the risk inherent in interconnecting systems.
f. Knowledge Repositories. These contain a broad collection of best practices, benchmarks, standards, templates, checklists, tools, guidelines, rules, principles, and the like. Examples include the National Vulnerability Database (http://nvd.nist.gov/), the Open Vulnerability and Assessment Language Repository (http://oval.mitre.org/repository), and the DoD’s KS as defined in Reference (q). In many respects, knowledge repositories serve as the cybersecurity and cyberspace defense community “memory” and they enable policy or process interoperability and should be used to share information and answer questions.
5. CYBERSPACE DEFENSE. Cyberspace defense uses architectures, cybersecurity, intelligence, counterintelligence (CI), other security programs, LE, and other military capabilities to harden the DoD Information Enterprise to be more resistant to penetration and disruption; to strengthen the U.S. ability to respond to unauthorized activity and defend DoD information and networks against sophisticated and agile cyber threats; and to recover quickly from cyber incidents.
a. Defense of DoD IT. Defense of DoD IT and information networks is under the direction of the Commander, USSTRATCOM, in accordance with Reference (cd) and is conducted as described in Commander, USSTRATCOM, orders or other directives such as alerts and bulletins, Reference (bl), and DoD Manual O-8530.01 (Reference (cq)). Cyberspace defense is integrated with other elements of network operations as described in DoDI 8410.02 (Reference (cr)).
b. Continuous Monitoring Capability. DoD will establish and maintain a continuous monitoring capability that provides cohesive collection, transmission, storage, aggregation, and presentation of data that conveys current operational status to affected DoD stakeholders. DoD Components will achieve cohesion through the use of a common continuous monitoring framework, lexicon, and workflow as specified in NIST SP 800-137 (Reference (cs)).
c. Penetration and Exploitation Testing. Evaluation of cybersecurity during an acquisition T&E event must include independent threat representative penetration and exploitation testing and evaluation of the complete system cyberspace defenses including the controls and protection provided by computer network defense service providers. Penetration and exploitation testing must be planned and resourced as part of the DT&E and OT&E via the appropriate program test documentation.
d. Cyber Defense Personnel. Cyber defense personnel operating on or in DoD IS will be identified using identity authentication methods in DoDI 8520.03 (Reference (ct)).
e. LE and CI (LE/CI)
(1) The DoD Cyber Crime Center, as described in DoDD 5505.13 (Reference (cu)), provides digital and multimedia forensics and specialized cyber investigative training and services. In this role it coordinates and facilitates relationships across LE, intelligence, and homeland security communities.
(2) DoD component LE/CI agencies deploy capabilities on DoD networks with the intent to identify and investigate the human element posing a threat to DoD IT and DoD information. Cybersecurity will be used in support of countering espionage, international terrorism, and the CI insider threat in accordance with DoDI 5240.26 (Reference (cv)).
(3) DoD network administrators will accommodate all applicable legitimate and lawful deployment of LE/CI tools and solutions. DoD LE/CI organizations in turn will make all reasonable attempts to coordinate the implementation of LE/CI solutions with their respective AO in a manner consistent with service-level change control processes in order to avoid any disruption to mission critical operational tempo.
f. Insider Threat. Insider threats must be addressed in accordance with policy and procedures published by the USD(P).

MT 6.3.  Operational resilience - operational resilience. The ability of systems to resist, absorb, and recover from or adapt to an adverse occurrence during operation that may cause harm, destruction, or loss of ability to perform mission-related functions.(DoDI 8510.01)
b. Operational Resilience. DoD IT will be planned, developed, tested, implemented, evaluated, and operated to ensure that:
(1) Information and services are available to authorized users whenever and wherever required according to mission needs, priorities, and changing roles and responsibilities.
 (2) Security posture, from individual device or software object to aggregated systems of systems, is sensed, correlated, and made visible to mission owners, network operators, and to the DoD Information Enterprise consistent with DoDD 8000.01 (Reference (r)).
(3) Whenever possible, technology components (e.g., hardware and software) have the ability to reconfigure, optimize, self-defend, and recover with little or no human intervention. Attempts made to reconfigure, self-defend, and recover should produce an incident audit trail.

MT 6.4.  Continuous monitoring -Continuous Monitoring Capability. DoD will establish and maintain a continuous monitoring capability that provides cohesive collection, transmission, storage, aggregation, and presentation of data that conveys current operational status to affected DoD stakeholders. DoD Components will achieve cohesion through the use of a common continuous monitoring framework, lexicon, and workflow as specified in NIST SP 800-137 (Reference (cs)) (DoDI 8500.01).
Continuous Monitoring - The process implemented to maintain a current security status for one or more information systems or for the entire suite of information systems on which the operational mission of the enterprise depends. The process includes: 1) The development of a strategy to regularly evaluate selected IA controls/metrics, 2) Recording and evaluating IA relevant events and the effectiveness of the enterprise in dealing with those events, 3) Recording changes to IA controls, or changes that affect IA risks and 4) Publishing the current security status to enable information sharing decisions involving the enterprise.

MT 6.5. To protect against adversarial threats, a defense in depth strategy must be used.
Definition of Defense in Depth - Information Security strategy integrating people, technology, and operations capabilities to establish variable barriers across multiple layers and missions of the organization. CNSSI 4009 – IA Glossary

MT 6.6. DoDI 8500.01 (Cybersecurity) is the overarching DoD policy for cybersecurity.
DoDI 8500.01 – Cybersecurity - 59 pages
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MT 7.1.  It is not enough to simply state that the system must comply with RMF guidance
MT 7.2.  Items you may want to include in the RFP are:
· expertise of the cybersecurity workforce (currently in DoDD 8570.01, new guidance scheduled – DoDD 8140)
· software assurance
· Developer maturity (ie CMMI) – while CMMI may not directly relate to cybersecurity, a mature developer will often design processes that are more secure as opposed to an immature developer that uses inconsistent and ad hoc processes.
MT 7.3.  Introduce students to Security Quality Requirements Engineering (SQUARE) 
· A nine-step process that helps organizations build security, including privacy, into the early stages of the production lifecycle. Instructional materials are available for download that can be used to teach the SQUARE method.
Security Quality Requirements Engineering (SQUARE) (From SEI website)
SQUARE

Requirements problems are the primary reason that projects

    are significantly over budget and past schedule
    have significantly reduced scope
    deliver poor-quality applications that are little used once delivered, or are cancelled altogether

One source of these problems is poorly expressed or analyzed quality requirements, such as security and privacy. Requirements engineering defects cost 10 to 200 times more to correct during implementation than if they are detected during requirements development. Moreover, it is difficult and expensive to significantly improve the security of an application after it is in its operational environment. Read more beginning on page 45 of the 2010 CERT Research Report.

Security Quality Requirements Engineering (SQUARE) is a nine-step process that helps organizations build security, including privacy, into the early stages of the production lifecycle. Instructional materials are available for download that can be used to teach the SQUARE method.
The Original SQUARE Method

Using SQUARE can enable your organization to develop more secure, survivable software and systems, more predictable schedules and costs, and achieve lower costs. An enhanced robust tool, called SQUARE for Privacy, or P-SQUARE, is available for free to help you use the SQUARE process for security, privacy, or both.
The SQUARE Method for Acquisition

Organizations that are acquiring software have the same security concerns as organizations that are developing software, but they usually have less control over the actual development process. Depending on the situation, the acquisition stakeholders may be heavily involved in security requirements engineering, or they may be limited to reviewing requirements developed by the supplier. The SQUARE process for security requirements engineering can be readily adapted for different acquisition situations.

The SQUARE Method can adapt to these situations:

    Your acquisition organization has the typical client role for newly developed software.
    Your acquisition organization specifies the requirements as part of the RFP for newly developed software.
    Your organization is acquiring COTS software.

A tool, called SQUARE for Acquisition, or A-SQUARE, is available for free to help stakeholders, requirements engineers, and contractors/vendors, for a variety of acquisition cases.

MT 7.4.  The student should also understand that decisions for cybersecurity cannot be made in a vacuum – connections to KPPs and PPP and NIST standards for security engineering (NIST SP 800-160)

MT 8.1.  The RMF Knowledge service will recommend controls to apply based on system confidentiality, integrity, and availability.
MT 8.2.  We would like the student to understand why controls are selected so he/she can understand why certain controls apply to certain systems.(NIST SP 800-53, 800-53A, and CNSSI No. 125)
MT 8.3.  OCTAVE (Operationally Critical Threat, Asset, and Vulnerability Evaluation) is a suite of tools, techniques, and methods for risk-based information security strategic assessment and planning.
OCTAVE – (http://www.cert.org/resilience/products-services/octave/)

OCTAVE (Operationally Critical Threat, Asset, and Vulnerability Evaluation) is a suite of tools, techniques, and methods for risk-based information security strategic assessment and planning. The OCTAVE method is an approach used to assess an organization's information security needs. OCTAVE Allegro is the most recently developed method and is actively supported by the CERT Division. Two older methods, OCTAVE and OCTAVE-S, are still available, but most organizations can use OCTAVE Allegro successfully.

Features and benefits of all OCTAVE methods include the following:

    self-directed—Small teams of organizational personnel across business units and IT work together to address the security needs of the organization.
    flexible—Each method can be tailored to the organization's unique risk environment, security and resiliency objectives, and skill level.
    evolved—OCTAVE moves an organization toward an operational risk-based view of security and addresses technology in a business context.

MT 9.1. Program Protection activities and events should be integrated in overall program scheduling. Program Protection Plan Outline & Guidance. Version 1.0, July 2011.

MT 10.1. The purpose of the PPP is to help programs ensure that they adequately protect their technology, components, and information.

MT 10.2. The Acquisition Cybersecurity Strategy must now be appended to the PPP.

MT 11.1. A key component of cybersecurity is resiliency.  COOP provides a plan for continuing operations after a natural or man-made disaster.

MT 11.2. The Contingency Plan is the first plan used by the enterprise risk managers to determine what happened, why, and what to do. It may point to the COOP or Disaster Recovery Plan for major disruptions.

MT 11.3. COOP - Management policy and procedures used to guide an enterprise response to a major loss of enterprise capability or damage to its facilities.

NIST SP800-34 Contingency Planning Guide for Federal Information Systems

This document does not address facility-level information system planning (commonly referred to as a disaster recovery plan) or organizational mission continuity (commonly referred to as a continuity of operations [COOP] plan) except where it is required to restore information systems and their processing capabilities. Nor does this document address continuity of mission/business processes. Although information systems typically support mission/business processes, the processes also depend on a variety of other resources and capabilities not associated with information systems. Recovery of mission essential functions is addressed by COOP plans or business continuity plans. These plans are part of a suite of security and emergency management-related plans further described in Section 2.2. The Information System Contingency Plan (ISCP) may be prepared in coordination with disaster recovery planning, COOP planning, or business continuity planning to the degree that a particular system is necessary to provide a capability that is required during any of these events/efforts.

An organization must have the ability to withstand all hazards and sustain its mission through environmental changes. These changes can be gradual, such as economic or mission changes, or sudden, as in a disaster event. Rather than just working to identify and mitigate threats, vulnerabilities, and risks, organizations can work toward building a resilient infrastructure, minimizing the impact of any disruption on mission essential functions. Resilience is the ability to quickly adapt and recover from any known or unknown changes to the environment. Resiliency is not a process, but rather an end-state for organizations. The goal of a resilient organization is to continue mission essential functions at all times during any type of disruption. Resilient organizations continually work to adapt to changes and risks that can affect their ability to continue critical functions. Risk management, contingency, and continuity planning are individual security and emergency management activities that can also be implemented in a holistic manner across an organization as components of a resiliency program. Effective contingency planning begins with the development of an organization contingency planning policy and subjection of each information system to a business impact analysis (BIA). This facilitates prioritizing the systems and processes based on the FIPS 199 impact level and develops priority recovery strategies for minimizing loss. FIPS 199 provides guidelines on determining information and information system impact to organizational operations and assets, individuals, other organizations and the nation through a formula that examines three security objectives: confidentiality, integrity, and availability. ƒ 
· Confidentiality preserves authorized restrictions on information access and disclosure, including means for protecting personal privacy and proprietary information. ƒ 
· Integrity guards against improper information modification or destruction, and includes ensuring information non-repudiation and authenticity. 
· Availability ensures timely and reliable access to and use of information.

DoDD 3020.26 Department of Defense Continuity Programs, January 9, 2009

Continuity Of Operations (COOP). An internal effort within individual DoD Components to ensure uninterrupted, essential DoD Component functions across a wide range of potential emergencies, including localized acts of nature, accidents, and technological and/or attack related emergencies.

MT 12.1.  DoD participates in CNSS and NIST policy development as a vested stakeholder.

MT 12.2. The RMF is much more comprehensive than the previous DIACAP policy.  It applies to any system that communicates digitally (processes 1s and 0s)
Applicability - All DoD-owned IT or DoD-controlled IT that receive, process, store, display, or transmit DoD information. These technologies are broadly grouped as DoD IS, platform IT (PIT), IT services, and products. This includes IT supporting research, development, test and evaluation (T&E), and DoD-controlled IT operated by a contractor or other entity on behalf of the DoD.

MT 12.3. RMF relies on a 3 tiered risk management structure – Tier 3 – Information Systems, Tier 2 – Mission/ Business Process, Tier 3 – Organization
NIST Special Publication 800-39 is the flagship document in the series of information security standards and guidelines developed by NIST in response to FISMA. The purpose of Special Publication 800-39 is to provide guidance for an integrated, organization-wide program for managing information security risk to organizational operations (i.e., mission, functions, image, and reputation), organizational assets, individuals, other organizations, and the Nation resulting from the operation and use of federal information systems.

MT 12.4. Cybersecurity requirements must be identified and included throughout the lifecycle of systems.

MT 12.5. The RMF Knowledge Service (KS) is DoD's official site for enterprise RMF policy and implementation guidelines.

MT 13.1. The six steps of the RMF are: 1) Categorize Information System, 2) Select Security Controls, 3) Implement Security Controls, 4) Assess Security Controls, 5) Authorize System, 6) Monitor Security Controls
a.  Step 1 - Categorize System 
 (1)  Categorize the system in accordance with Reference (g) and document the results in the security plan.  Categorization of IS and PIT systems is a coordinated effort between the PM/SM, ISO, IO, mission owner(s), ISSM, AO, or their designated representatives.  In the categorization process, the IO identifies the potential impact (low, moderate, or high) resulting from loss of confidentiality, integrity, and availability if a security breach occurs.  For acquisition programs, this categorization will be documented as a required capability in the initial capabilities document, the capabilities design document, the capabilities production document, and the cybersecurity strategy within the program protection plan (PPP).  Specific guidance on determining the security category for information types and ISs is included in the KS. 
(2)  Describe the system (including system boundary) and document the description in the security plan.  
 
(3)  Register the system with the DoD Component Cybersecurity Program.  See DoD Component implementing policy for detailed procedures for system registration.
 
(4)  Assign qualified personnel to RMF roles.  The members of the RMF Team are required to meet the suitability and fitness requirements established in DoD 5200.2-R (Reference (y)).  RMF Team members must also meet appropriate qualification standards in accordance with Reference (p).  RMF team member assignments must be documented in the security plan.  
 
(5)  To avoid potential conflicts of interest or undue influence in RMF roles, certain designations or relationships will not be allowed.  The AO or SCA cannot be or report to the PM/SM or program executive officer.  The UR cannot be or report to the PM/SM. 
 
b.  Step 2 - Select Security Controls 
 (1)  Common Control Identification.  This task is the responsibility of the DoD CIO, DoD Component CIOs, and other organizations and entities that provide solutions for common controls.  Common controls are selected as “common” and provided via the KS based on risk assessments conducted by these entities at the Tier 1 and Tier 2 levels.  By identifying the security controls that are provided by the organization as common solutions for IS and PIT systems, and documenting the assessment and authorization of the controls in a security plan (or equivalent document), individual systems within those organizations can leverage these common controls through inheritance.  See the KS for identification of common controls for DoD and additional information on how they are documented within the security authorization package.
 
(2)  Security Control Baseline and Overlay Selection.  Identify the security control baseline for the system, as provided in Reference (g), and document in the security plan.  The baselines identified in Reference (g) address the overall threat environment for DoD IS and PIT systems.  In this step, the applicable security controls baseline and relevant overlays for a system are assigned.  See Reference (g) and the KS for detailed procedures.  In brief, the process consists of:
 
	(a)  Selecting the applicable initial security control baseline from Reference (g) based on the IS categorization.  These security control baselines identify the specific security controls from Reference (h) that are applicable to the system categorization.
 	(b)  Identifying overlays that apply to the IS or PIT system due to information contained within the system or environment of operation.  Overlays may add or subtract security controls, or provide additional guidance regarding security controls, resulting in a set of security controls applicable to that system that is a combination of the baseline and overlay.  The combination of baselines and overlays address the unique security protection needs associated with specific types of information or operational requirements.  Overlays reduce the need for ad hoc or case-by-case tailoring by allowing COIs to develop standardized overlays that address their specific needs and scenarios.  Access to the overlays, and guidance regarding how to determine which overlays may apply, are included in the KS.  The KS is the authoritative source for detailed security control descriptions, implementation guidance and assessment procedures.  Examples of overlays include:
 		1.  Tactical environments. 
 		2.  PIT systems (including special categories of PIT systems, such as Industrial Control Systems or tactical PIT systems).
 		3.  Personally identifiable information (PII) and Health Insurance Portability and Accountability Act (Reference (z)) requirements.
 		4.  Cross-domain requirements. 
 		5.  Classified information.  
 	(c)  If necessary, tailor (modify) a control set in response to increased risk from changes in threats or vulnerabilities, or variations in risk tolerance.  The resultant set of security controls derived from tailoring is referred to as the tailored control set.  Tailoring decisions must be aligned with operational considerations and the environment of the IS or PIT system and should be coordinated with mission owner(s) and URs.  Security controls should be added or removed only as a function of specified, risk-based determinations.  Tailoring decisions, including the specific rationale (e.g., mapping to risk tolerance) for those decisions, are documented in the security plan for the system.  Every selected control must be accounted for either by the organization or the ISO or PM/SM.  If a selected control is not implemented, then the rationale for not implementing the controls must be documented in the security plan and POA&M.  The tailoring process may include: 
 		1.  Applying scoping guidance to the initial set of security controls; 
 		2.  Selecting or specifying compensating controls to adjust the initial set of security controls to obtain an equivalent set deemed to be more feasible to implement; or 
 		3.  Specifying organization-defined parameters in the security controls via explicit assignment and selection statements to complete the definition of the tailored set of security controls.  
 	(d)  Supplementing the tailored baseline security control set, if necessary, with additional controls or control enhancements that consider local conditions including environment of operation, organization-specific security requirements, specific threat information, cost-benefit analyses, or special circumstances, and are based on risk assessments consistent with NIST SP 800-30 (Reference (k)).  
 	(e) The resulting set of security controls is documented, along with the supporting rationale for selection decisions and any system use restrictions, in the security plan.  The security plan must identify all common controls inherited from external providers, and establish minimum assurance requirements for those controls.
(3)  Monitoring Strategy.  Develop and document a system-level strategy for the continuous monitoring of the effectiveness of security controls employed within or inherited by the system, and monitoring of any proposed or actual changes to the system and its environment of operation.  The strategy must include the plan for annual assessments of a subset of implemented security controls, and the level of independence required of the assessor (e.g., ISSM or SCA).  The breadth, depth, and rigor of these annual assessments should be reflective of the security categorization of the system and threats to the system.  The SCA should be integral to the development of this strategy.  The system-level continuous monitoring strategy must conform to all applicable published DoD enterprise-level or DoD Component-level continuous monitoring strategies.
 
(4)  Security Plan and System-Level Continuous Monitoring Strategy Review and Approval.  The DoD Components will develop and implement processes whereby the AO (or designee) reviews and approves the security plan and system-level continuous monitoring strategy submitted by the ISO or PM/SM.  By approving the security plan, the AO agrees to the system categorization, the set of security controls proposed to meet the security requirements for the system, and the adequacy of the system-level continuous monitoring strategy.  The approval of the security plan also establishes the level of effort required to successfully complete the remainder of the steps in the RMF and provides the basis of the security specification for the acquisition of the system, subsystems, or components.  For acquisition programs, approval should be accomplished before Milestone B and the issuance of the design and development request for proposals.  If the security plan is deemed unacceptable, the AO or designated representative sends the plan back to the ISO or PM/SM for appropriate action.  The AO approval of the security plan must be documented in the security plan. 
e.  Step 5 - Authorize System   
(1)  Prepare the POA&M based on the vulnerabilities identified during the security control assessment.  A full discussion and templates for preparing a POA&M is provided in the KS. 
	(a)  A POA&M that the ISO or PM/SM develops: 
		1.  Identifies tasks that need to be accomplished to remediate or mitigate vulnerabilities.  
		2.  Specifies resources required to accomplish the elements of the plan. 
		3.  Includes milestones for completing tasks and their scheduled completion dates.  
	(b)  POA&Ms are maintained throughout the system life cycle.  Once posted to the POA&M, vulnerabilities will be updated after correction or mitigation actions are completed, but not removed.  
	(c)  Inherited vulnerabilities must be addressed on the POA&Ms.  POA&Ms must be active throughout a system’s life cycle as vulnerabilities remain or are remediated.  
	(d)  The AOs, or AODRs, must monitor and track overall execution of POA&Ms under their responsibility.    
	(e)  The ISO or PM/SM must implement the corrective actions identified in the POA&M.  With the support and assistance of the ISSM, they must also provide visibility and status to the AO and the SISO.  
	(f)  The DoD Component SISOs must monitor and track the overall execution of system-level POA&Ms across the entire Component until identified security vulnerabilities have been remediated and the RMF documentation is appropriately adjusted. 
(2)  Assemble the security authorization package and submit the package to the AO for adjudication.  The ISSM assembles the security authorization package, consisting of the updated security plan, the SAR, and the POA&M.  The security authorization package must also contain, or provide links to, the appropriate documentation for any security controls that are being satisfied through inheritance (e.g., security authorization packages, contract documents, MOAs, and SLAs).  The security authorization package is submitted to the AO (via the AODR if appropriate) for review and final acceptance.
 
(3)  Determine the risk to organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, or the Nation.  The AO considers the current security state of the system (as reflected by the risk assessment and recommendations provided in the SAR), and weighs this against the operational need for the system.  The AO must also consider any applicable risk-related guidance from the DoD SISO, PAOs, DoD ISRMC, DSAWG, DoD Component SISO, or mission owner(s).  Weighing these factors, the AO renders a final determination of risk to DoD operations and assets, individuals, other organizations, and the Nation from the operation and use of the system.  The KS provides additional guidance and tools for conducting system authorization risk assessments.
 
(4)  Determine if the risk to organizational operations, organizational assets, individuals, other organizations, or the Nation is acceptable.  The product of this risk determination is the authorization decision.  An authorization decision applies to a specifically identified IS or PIT system and balances mission need against risk to the mission, the information being processed, the broader information environment, and other missions reliant on the shared information environment.  A DoD authorization decision is expressed as an ATO, an IATT, or a DATO.  An IS or PIT system is considered unauthorized if an authorization decision has not been made.
 
	(a)  If overall risk is determined to be acceptable, and there are no NC controls with a level of risk of “Very High” or “High,” then the authorization decision should be issued in the form of an ATO.  An ATO authorization decision must specify an ATD that is within 3 years of the authorization date unless the IS or PIT system has a system-level continuous monitoring program compliant with DoD continuous monitoring policy as issued.
	(b)  If NC controls with a level of risk of “Very High” or “High” exist that cannot be corrected or mitigated immediately, but overall system risk is determined to be acceptable due to mission criticality, then the authorization decision will be issued in the form of an ATO with conditions and only with permission of the responsible DoD Component CIO.  If the system still requires operation with a level of risk of “Very High” or “High” after 1 year, the DoD Component CIO must again grant permission for continued operation of the system.  This authority cannot be delegated below the DoD Component CIO.  The DoD Component CIO must concur in writing or through DoD public key infrastructure (PKI)-certified digital signature that the security risk of continued system operation is acceptable due to mission criticality.  The DoD Component CIO provides a copy of the concurrence and authorization decision document with supporting rationale to the DoD ISRMC Secretariat and the DoD SISO.  This authorization decision closely manages risk while allowing system operation.  The ATOs with conditions should specify an AO review period that is within 6 months of the authorization date.  The POA&M supporting this ATO documents identified vulnerabilities and specifies corrective actions to be completed before the review.
	(c)  If the risk determination is being made to permit testing of the system in an operational information environment or with live data, and the risk is acceptable, then the authorization decision should be issued in the form of an IATT.
		1.  IATTs should be granted only when an operational environment or live data is required to complete specific test objectives (e.g., replicating certain operating conditions in the test environment is impractical), and should expire at the completion of testing (normally for a period of less than 90 days).  Operation of a system under an IATT in an operational environment is for testing purposes only (i.e., the system will not be used for operational purposes during the IATT period).  The application of an IATT in support of DT&E needs to be planned, resourced, and documented within the program T&E plan in accordance with Reference (s).  
		2.  For full and independent operational testing, an ATO (rather than an IATT) may be required if operational testing and evaluation is being conducted in the operational environment or on deployed capabilities.  In this case, the ATO should be reviewed following operational testing and evaluation for modification as necessary in consideration of the operational test results.
 		3.  All applicable security controls should be tested and satisfied before testing in an operational environment or with live data except for those that can only be tested in an operational environment.  In consultation with the ISO or PM/SM, the AO will determine which security controls can only be tested in an operational environment. 
 	(d)  If risk is determined to be unacceptable, the authorization decision should be issued in the form of a DATO.  If the system is already operational, the AO will issue a DATO and stop operation of the system immediately.  Network connections will be immediately terminated for any system issued a DATO.  A DATO may also be issued coincidental to implementing a decommissioning strategy for a system. 
 	(e)  Documentation supporting an authorization decision will be provided in electronic form if requested by AOs of interconnecting IS and PIT systems.  
 
	f.  Step 6 - Monitor Security Controls 
 (1)  Determine the security impact of proposed or actual changes to the IS or PIT system and its environment of operation.  Included in the security controls assigned to all IS and PIT systems are security controls related to configuration and deficiency management, performance monitoring, and periodic independent evaluations (e.g., penetration testing).  
 	(a)  The ISSM, in coordination with other appropriate personnel (e.g., IS security engineer, system administrators, CNDSP):  
 		1.  Continuously monitors the system or information environment for security-relevant events and configuration changes that negatively affect security posture. 
 		2.  Periodically assesses the quality of security controls implementation against performance indicators, such as: security incidents; feedback from external inspection agencies (e.g., OIG DoD, Government Accountability Office (GAO)); exercises; and operational evaluations, including Director, OT&E IA, assessments.  
 		3.  Must report any significant change in the security posture of the system, and recommended mitigations, immediately to the SCA and AO.  
 		4.  May recommend to the SCA or AO a reassessment of any or all security controls at any time.
(2)  Assess a subset of the security controls employed within and inherited by the IS or PIT system in accordance with the AO-approved system-level continuous monitoring strategy.  
 	(a)  The assessor must provide a written and signed (or if digital, DoD PKI-certified digitally signed) report in the SAR format to the AO that indicates the results of an annual assessment of selected security controls.  Reference (c) provides additional guidance on conducting annual assessments.  
 	(b)  The results of the annual assessment must be documented in an SAR, which will recommend either no change to the authorization status or downgrade to a DATO.  The POA&M will also be updated as appropriate. 
 	(c)  The AO must review the SAR in light of mission and information environment indicators and determine a course of action that will be provided to the responsible CIO or SISO for reporting requirements described in FISMA.  An AO may downgrade or revoke an authorization decision at any time if risk conditions or concerns so warrant.
 
(3)  Conduct remediation actions based on the results of ongoing monitoring activities, assessment of risk, and outstanding items in the POA&M.  Systems with a current ATO that are found to be operating in an unacceptable cybersecurity posture through Director, OT&E IA, assessments, GAO audits, OIG DoD audits, or other reviews or events (such as an annual security review or compliance assessment) must have the newly identified vulnerabilities and associated level of risk added to an existing or newly created POA&M.  
 
(4)  The PM/SM ensures the security plan and POA&M are updated based on the results of the system-level continuous monitoring process.  The ISSM may recommend changes or improvement to the implementation of assigned security controls, the assignment of additional security controls, or changes or improvements to the design of the system itself to the SCA and AO at any time.
 
(5)  Report the security status of the system (including the effectiveness of security controls employed within and inherited by the system) to the AO and other appropriate organizational officials on an ongoing basis in accordance with the monitoring strategy.
 
(6)  The AO reviews the reported security status of the system (including the effectiveness of security controls employed within and inherited by the system) on an ongoing basis in accordance with the monitoring strategy to determine whether the risk to organizational operations, organizational assets, individuals, other organizations, or the nation remains acceptable.
	(a)  In accordance with Appendix III to OMB Circular A-130 (Reference (ab)), systems must be reassessed and reauthorized once every 3 years.  The results of an annual review or a major change in the cybersecurity posture at any time may also indicate the need for reassessment and reauthorization of the system.  
	(b)  Systems that have been evaluated as having a sufficiently robust system-level continuous monitoring program (as defined by emerging DoD continuous monitoring policy) may operate under a continuous reauthorization.  Continuous monitoring does not replace the security authorization requirement; rather, it is an enabler of ongoing authorization decisions.
 
(7)  Implement a system decommissioning strategy, when needed, which executes required actions when an IS or PIT system is removed from service.  When a system is removed from operation, a number of RMF-related actions are required.  Before decommissioning, any control inheritance relationships should be reviewed and assessed for impact.  Once the system has been decommissioned, the security plan should be updated to reflect the system’s decommissioned status, and the system should be removed from all tracking systems.  Other artifacts and supporting documentation should be disposed of according to its sensitivity or classification.  Data or objects in cybersecurity infrastructures that support the DoD Information Enterprise, such as key management, identity management, vulnerability management, and privilege management, should be reviewed for impact.
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Business Continuity Plan (BCP) Provides procedures for
sustaining business operations
while recovering from a

significant disruption

Continuity of Operations (COOP)
Plan

Provides procedures and
quidance to sustain an
organization's mission essential
functions at an alternate site for

up to 30 days; mandated by
federal directives.
Provides procedures for
disseminating internal and
external communications; means
to provide critical status
information and control rumors.
Provides policies and
procedures for protection of
national critical infrastructure
components, as defined in the
National Infrastructure Protection
Plan

Crisis Communications Plan

Critical Infrastructure Protection
(CIP) Plan

Addresses business processes
ata lower or expanded level
from COOP mission essential
functions

Addresses the mission essential
functions; facility- based plan;
information systems are
addressed based only on their
support to the mission essential
functions.
Addresses communications with
personnel and the public; not
information system focused

Addresses critical infrastructure
components that are supported
or operated by an agency or
organization.

Mission/business process
focused plan that may be
activated in coordination with a
COOP plan to sustain non-
mission essential functions
Mission essential function
focused plan that may also
activate several business unit-
level BCPs, ISCPs, or DRPs, as
appropriate

Incident-based plan often

activated with a COOP or BCP,

but may be used alone during a
public exposure event.

Risk management plan that
supports COOP plans for
organizations with CI/KR assets.




