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	Competency 22: Software Testing and Evaluation

	

	Competency Element(s):

	22.1 Develops direction/guidance in support of preparation of test plans and test management plans for IT system development efforts to ensure the government receives all expected deliverables and that those deliverables are fully functional.
22.2 Selects V&V, IV&V and T&E processes applicable to a given IT acquisition effort to provide maximum test & evaluation results in an efficient manner.
22.3 Analyzes and assesses results of software testing to ensure the government receives all expected deliverables and that those deliverables are fully functional.

	Element Issues (DAU): List ambiguities, misunderstandings, etc. to help IT FIPT next time they update competencies

	NONE.

	Acquisition Workforce IT Qualification Standard Product and Tasks related to Product (DAU)

	TBD

	AWQI References (DAU)

	TBD

	Assumptions (DAU)

	TBD

	TLO (Job Product or Service) (DAU; SME can make recommendations)
	BLOOM/COURSE

	TLO 22.1.1 Given an IT acquisition scenario, provide direction and guidance for software test & evaluation (T&E) planning and management.
	BLOOM: 3

	ELO(s) with SME Major Takeaway (MT) and SME Learning Points (LP) (DAU)

	ELO 22.1.1.1 Recognize characteristics of DoD Test & Evaluation (T&E).

MT 1.1 T&E is a statutorily mandated requirement.
MT 1.2 T&E is critical to DoD IT program acquisition as it accounts for 50 to 60% of program development costs.

LP 1.1 T&E is the process by which a system or components are compared against requirements and specifications through testing. The test results are then evaluated to assess progress of design, performance, supportability, etc.  Testing is a measured event.  Evaluation is an analysis event. (MITRE)
LP 1.2 There are three (3) distinct types of DoD T&E defined in statute or regulation: Developmental Test and Evaluation (DT&E), Operational Test and Evaluation (OT&E), and Live Fire Test and Evaluation (LFT&E).  Developmental test and evaluation (DT&E) in a laboratory environment is an engineering tool used to reduce risk throughout the acquisition cycle. Operational test and evaluation (OT&E) is the actual or simulated employment, by typical users, of a system under realistic operational conditions.  LFT&E is congressionally mandated system-level T&E to determine vulnerabilities and lethality characteristics.

Rationale:

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: ISA 101

	ELO 22.1.1.2 Recognize characteristics of Software Testing.

NOTE: Throughout this document the term “defect” is being used in lieu of error, fault or bug.  Defects, errors, faults and bugs all represent a software issue within the source code.  However, only defects or errors represent a requirements specification issue.  So, for consistency, the term “defect” will be used to represent issues with specifications and source code.

MT 2.1 It is important to identify defects as early as possible in the software development process. The earlier defects are discovered, the easier and less expensive they are to correct.
MT 2.2 Software testing is the process of validating and verifying that a software program or application or product meets the business and technical requirements of the customer.
MT 2.3 After changing software, which happens a lot, the software tester must perform “Regression Testing” to ensure no additional software defects have been introduced.  Regression testing is a type of software testing that verifies that the changes made to the software did not impact any of the connected software logic threads that were not changed.

LP 2.1 Software testing is a process of executing a program or application with the intent of finding the software defects (defects). 
LP 2.2 Since software is so easy to change, software managers are constantly testing software changes.  When software logic is changed, it is easy for programmers to accidentally introduce new defects into the software.  Regression testing is used to test the links around the changed software to ensure all new and prior capabilities work properly after changes have been made.

Rationale:

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.3 Recognize characteristics of DoD Software Test Planning.

MT 3.1 Test planning ensures that the functionality as described in the war-fighter requirements and documented in the system specifications are achieved.
MT 3.2 Test planning ensures that the test results produce a comprehensive set of data that covers every aspect of software testing.
MT 3.3 Continuous test planning and testing occurs across the Life-cycle of a program.
MT 3.4 Test planning and testing is involved in every stage of the software life cycle.
MT 3.5 Test planning includes all critical risks to your program.
MT 3.6 It is impossible to test everything; focus on the Mission Critical Threads (MCT).

LP 3.1 Stages of testing include Software Unit Testing, SW Unit Integration & Testing, SI Qualification Testing, HI & SI Integration Testing, Subsystem Integration Testing and System Qualification Testing.


Rationale:

Assessment Method: Multiple Choice 
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.4 Identify laws, policies and regulations that govern DoD Test & Evaluation (T&E).

LP 4.1 Statutory authority for Test and Evaluation of DoD programs is found in Sections 113, 139 and 141 of Title 10 U.S. Code. 
LP 4.2 DoDD 5000.01, Enclosure 1, paragraph E1.11. Integrated Test and Evaluation, sets DoD Policy for T&E.

(E.1.11. Test and evaluation shall be integrated throughout the defense acquisition process.  Test and evaluation shall be structured to provide essential information to decision-makers, assess attainment of technical performance parameters, and determine whether systems are operationally effective, suitable, survivable, and safe for intended use.  The conduct of test and evaluation, integrated with modeling and simulation, shall facilitate learning, assess technology maturity and interoperability, facilitate integration into fielded forces, and confirm performance against documented capability needs and adversary capabilities as described in the system threat assessment.)
LP 4.3 DoDI 5000.02, Enclosure 5, OPERATIONAL AND LIVE FIRE TEST AND EVALUATION (OT&E AND LFT&E) sets DoD Regulations for T&E.

Rationale:

Assessment Method: Multiple Choice 
	BLOOM: 1
LEVEL: 1 (ISA 101)



	ELO 22.1.1.5 Define the purpose of DoD Test & Evaluation (T&E).

MT5.1 The fundamental purpose of test and evaluation (T&E) is to enable the DoD to acquire systems that work as intended.  
MT 5.2 The main emphasis for DoD T&E is to empower engineers and decision-makers with knowledge to assist in managing risks, to measure technical progress, and to characterize operational effectiveness, suitability, and survivability.  This is done by planning and executing a robust and rigorous T&E program. (5000.02 Encl 5, para 1 OVERVIEW)
MT 5.3 Software testing is a risk management tool that supports and enables DoD Program Managers and Engineers to make timely, accurate decisions in building systems that work.

Rationale:

Assessment Method: Multiple Choice 
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.6 Identify the Test & Evaluation (T&E) responsibilities of the IT Program Manager (PM).

MT 6.1 The PM is responsible for defining the level of Software Quality for their program.  This includes defining the “level of maturity” the software must perform at in order to declare software T&E a success.

***Branching Note: "level of maturity" includes defining the defect-level of the software code.  It means ensuring that the number of defects found are fixed in a timely manner.  It means defining the target quality measure to ensure we are producing defect-free code as much as possible.  It is nearly impossible to remove all defects.  Some defects will remain due to cost and schedule constraints.  However, the PM can draw the line.  For example, "Our code will have no high priority defects when deployed."

MT 6.2 The PM is responsible for resourcing and executing the system’s approved T&E program.  The Software T&E program is part of the System’s T&E program.
MT 6.3 The PM charters the T&E WIPT to establish the management of the T&E program.  Duties of the T&E WIPT include writing the T&E program strategy (Test and Evaluation Master Plan (TEMP)), design, development, oversight, analysis, assessment, and reporting of test results. The T&E WIPT should be established and chartered as early as possible around MS A so it can be involved in program strategy discussions and plans.
MT 6.4 The PM may form lower level functional working groups to support the T&E WIPT like the Software T&E WIPT.
MT 6.5 The PM is responsible for developing the TEMP.  When developing the TEMP, the PM must ensure that all major stakeholders T&E interests are covered.
MT 6.6 The PM uses the approved TEMP as the PM’s primary T&E planning and management authority.
MT 6.7 The PM approves the Software Test Plan (STP) at the Software Specification Review (SSR) or Preliminary Design Review (PDR) if SSR not executed.
MT 6.8 The PM determines where and how IV&V will be used for their T&E program.

Rationale:

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.7 Recognize the Software Test & Evaluation (T&E) mission

MT 7.1 The software T&E mission has two primary objectives:
(1) Demonstrate performance of the whole software system
(2) Assist in defect detection and correction of defects
MT 7.2 There are four (4) primary ways to support the success of the software T&E mission: 
(1) Your plans should include an incremental test strategy 
(2) Identify and correct software defects as early as possible in the lifecycle
(3) Provide scientific based measures for progress and quality
(4) Provide data evaluation to support acquisition decisions

· Rationale: Two Objectives:  Demonstration of performance; and assisting in the defect detection and correction.
· Software is generally a critical component of a larger system, so the specific software testing must be accomplished within context of the whole system.  However, it can be of such risk and cost impact, it must be given appropriate priority and devoted resources. To minimize this risk, implement an incremental test strategy to identify resources and allow for a variety of test events which are diverse.  This will provide confidence in the effectiveness of the test process.
· Identifying and correcting software defects early is essential for program success.
· Scientific based measures must be chosen, collected, and analyzed to clearly quantify software performance and its impact on system performance.  As testers we support the development and production of this data.
· Finally, we need to evaluate our test results (measurement data). With the evaluated data we hope to shed some light by identifying risks and quantifying them.  Decision makers need measurement results, or data evaluation, to measure progress and quality of work to date.

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.8 Identify critical DoD test plans and reviews in planning for Test & Evaluation (T&E).

MT 8.1 The approved TEMP is the PM’s primary T&E planning and management authority.
MT 8.2 Approve the Software Test Plan (STP) at the Software Specification Review (SSR) or Preliminary Design Review (PDR) if SSR not executed.
MT 8.3 Test planning can include other test-related events called Qualification Methods.
Qualification methods include Test, Demonstration, Analysis and Inspection.
MT 8.4 Hold Test Readiness Reviews (TRR) before formal test events. The TRR is a multi-disciplined technical review designed to ensure that the subsystem or system under review is ready to proceed into formal test. The T&E WIPT should tailor any TRR to the specific acquisition phase.  Formal test events are data-gathering, resourced events where decisions will be made about the maturity of the product.

LP 8.1 There are two basic DoD test plans that must be created the high level Test and Evaluation Master Plan (TEMP) and the detailed Software Test Plan (STP).

Rationale:

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.9 Recognize characteristics of the Test and Evaluation Master Plan (TEMP). 

MT 9.1 The TEMP is the primary planning and management tool for integrated test programs in the DoD acquisition process.
MT 9.2 The TEMP is mandatory for all DoD acquisition programs.
MT 9.3 The TEMP is a contract among various domain and program stakeholders.
MT 9.4 The test emphasis and criticality of risk for the program differs for each software domain (risk of not getting paid versus risk of nuclear launch)
MT 9.5 The continuance of a smooth and integrated flow from DT&E with and into OT&E must be planned in the TEMP.  This includes planning for the integrated test approach where DT and OT testers will both benefit from the DT test events.  Integrated testing, when conducted, must not compromise the DT or OT test objectives.

LP 9.1 The TEMP is the Test & Evaluation Strategy for the program.
LP 9.2 The TEMP is approved by the DoD Component; some TEMPs will require DOT&E approval in addition (See DoDI 5000.02).
LP 9.3 Now that the TEMP includes the T&E strategy, the TEMP is approved at Milestone A.
LP 9.4 The TEMP must be updated prior to each Milestone.
LP 9.5 The Verification, Validation and Accreditation (VV&A) strategy including the VV&A authority for each tool or test infrastructure asset will be documented in the TEMP. 
LP 9.6 Cybersecurity testing events must be identified in the TEMP.
LP 9.7 Cybersecurity vulnerability testing must be planned for early in the program’s lifecycle.
LP 9.8 When building a TEMP, the Software T&E methodologies vary depending on software type (Unique, Embedded Mission Systems Software vs. COTS/GOTS Applications Software)
1) Mission Systems – Unique, Embedded Mission Systems software, GOTS
2) C4ISR Systems – GOTS, some COTS
3) DBS – COTS and Configurable COTS (ERP)
4) Infrastructure Systems - COTS
5) M&S Systems – COTS and GOTS
6) Cybersecurity Systems – COTS and GOTS
LP 9.9 In the TEMP, you must plan your test approach to match the acquisition approach
LP 9.10 Basic Test methods are similar for all software
LP 9.11 Use Modeling and Simulation when it is appropriate (cost effective)
LP 9.12 The T&E strategy (TEMP) should address evaluation of highest risk technologies in system design and areas of complexity in the system software architecture.
LP 9.13 Test strategy should address types and methods of software testing to support evaluation in unit, integration and system test phases across the life cycle
LP 9.14 Some sections of the TEMP are especially relevant for software systems.  The Sections on software support, software maturity, performance measures, interoperability, cybersecurity and stabilization of the software design are critical areas in the TEMP.
LP 9.15 The Software Maturity Growth Strategy must be described in the TEMP.

Rationale:

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.10 Recognize the Agile software development T&E challenges.


MT 10.1 When testing in an agile software development environment, you must build a more detailed test plan as test events occur more frequently (Agile Time-boxed Development).
MT 10.2 When testing in an agile software development environment, you must include intense configuration management of test results due to the frequent nature of testing.
MT 10.3 When testing in an agile software development environment, link your tests to user stories.  As you test the user stories, use static and dynamic code analysis tools to monitor code changes to help discover software defects and issues. 
MT 10.4 Due to frequent software builds, code gets broken accidentally.  As you test, add tests to an automated script so you can use automated testing on a regular basis.  Automated testing tools are required to finish regression test requirements for each test.
MT 10.5 The earlier you find defects, the more cost effective it is to correct them.  Use static analysis tools to find missing defect routines, coding standard deviations, data type mismatches, other defects that can arise due to frequent build and test cycles.  Catch defects as early as possible!
MT 10.6 Software breaks at the interfaces.  Ensure you test each Application Programming Interface (API).  Use tools that allow testers to test the API who don’t have strong coding skills.
MT 10.7 You must know what areas of your code are causing performance issues and how performance is being impacted over time.  Use load testing tools to help identify slow areas and track performance over time to more objectively document performance from release to release. 

Rationale: 10.3 to 10.7 all came from: http://blog.smartbear.com/sqc/top-5-common-challenges-for-agile-testing-teams/ 

Assessment Method: Practical Exercise

	BLOOM: 2
LEVEL: 2 (ISA 201)

	ELO 22.1.1.11 Identify the different types of software testing.

MT 11.1 There are two basic types of software testing, Human-based and Computer-based.
MT 11.2 Human-based Formal Inspections should be identified in your Statement of Work (SOW) as the preferred software test method.  
MT 11.3 The best software test environment combines the use of Formal Inspections with White-box, Gray-box and Black-box testing.  By combining these types of testing into your test environment, defects that are easily seen by the human eye and the ones that are tricky for humans to find can be found; this creates a more efficient defect and cybersecurity vulnerability discovery environment.  

LP 11.1 Desk checking is the most basic and least productive type of human-based testing.  In desk checking, suppliers (contractor or government) review the quality and correctness of their own work.  This includes “informal peer reviews,” where co-workers look over each other’s work following the developer’s desk checking.  Many defects are missed in desk checking because it is human nature to overlook your own mistakes. Desk checking, however, can be performed individually at any time and without the need for overhead associated with other more extensive human based testing techniques.
LP 11.2 Walk-throughs (Human-based Informal Inspections) occur when the author of the code makes a presentation of their work (e.g., software requirements, design, and code).  This presentation is followed by an informal general discussion among the participants. Then, the presenter “walks through” the specific item being evaluated in detail.  As the walk-through progresses, defects, suggested changes, and improvements are noted by the participants. Roles may be shared among the walk· through members. This method results in 30 to 40 percent defect removal.
LP 11.3 Formal Inspections (Also known as Fagan Inspections) are the most productive form of human-based testing.  Formal inspections are led by a trained moderator impartial to the software product being "inspected." The moderator is not the author or creator of the item being reviewed. Defect resolution is mandatory, and rework is formally verified.  As part of the inspection, a "reader" leads the inspection team through the software product in a comprehensive review. Formal records of inspection results are maintained and entry/exit criteria are strictly controlled. With such a highly disciplined approach, defects can be discovered early and resolved quickly. Because of this, Formal Inspections are the most productive form of human-based testing. This method has resulted in as much as 70 percent defect removal.
LP 11.4 Computer-Based testing executes the software application and attempts to identify defects.  Computer-Based testing is performed after coding begins.
LP 11.5 There are three types of Computer-Based testing:  White Box, Gray Box and Black Box testing.
LP 11.6 White-box testing (also known as clear box testing, glass box testing, transparent box testing, and structural testing) is a method of testing executable software with full knowledge of the internal structures or workings of an application.  This gives our testers an advantage when testing for cybersecurity vulnerabilities because we can see exactly what is going on inside the program if attacked.  White-box testing is primarily used during the Software Unit Testing phase to ensure each internal Software unit works as planned.  Design features tested include boundary conditions for inputs, outputs achieved, interface design parameters and cybersecurity vulnerabilities at the unit level.  White-box testing includes the use of Static Analysis tools.
NOTE: Software Units are the lowest functional software unit (SU) level programmed.  An example of this level would be the “save” function in MS Word.
NOTE: Static Analysis tools are automated test applications that review the source code and paint a picture of the code’s structure.  The code’s structure can tell you how easy it will be to support during the Operations and Support (O&S) Phase.  In addition, the code’s structural picture can reveal cybersecurity vulnerabilities, like a back-door into the application. 
LP 11.7 Gray-box testing is a combination of White-box and Black-box testing.  Gray or Grey-box is used to describe this testing.  Gray-box testing uses an understanding of detailed designs and architecture diagrams to test functionality.  Modeling & Simulation (M&S) is an example of Gray-box testing where the application being tested is running (being modeled) within the simulation.  Gray-box testing is best used for cybersecurity vulnerability analysis.  Gray-box testing can simulate the knowledge an attacker might have based on programming language and other assumed design features.  Gray-box testing allows testers to run automated and manual penetration tests against the target software application with greater knowledge than an attacker.  This superior knowledge can result in more significant vulnerabilities being identified.  Gray-box testing is typically used from the Software Unit Integration & Testing phase to the System Qualification Testing phase.  Gray-box testing uses both Static Analysis tools and Dynamic test tools.
LP 11.8 Black-box testing is a software testing technique that focuses on the analysis of software functionality.  The term Black-box means no knowledge of the underlying source code or architecture.  Using Black-box and realizing that the Mission Critical Threads (DODAF OV-6c type scenarios) are the basis for most test scripts, testers attempt to find defects through executing the known capabilities needed.  Black-box is usually the level of knowledge a cybersecurity threat has when attacking the target application.  Black-box testing is typically used from the Software Unit Integration & Testing phase to the System Qualification Testing phase.  Dynamic test tools can be used to help the tester during a Black-box test.
NOTE: Dynamic Analysis tools are used when the application is running in real time.  The dynamic test tool sits in the background while the application is running, like a software dedefectger.  The dynamic test tool looks for anomalies in code execution.  A daily “Smoke Test” is an example of a dynamic analysis by a dynamic test tool (in this case the program’s compiler is the dynamic test tool).
LP 11.9 Computer-Based testing occurs during the following six (6) stages of software testing: Software Unit Testing, SW Unit Integration & Testing, SI Qualification Testing, HI & SI Integration Testing, Subsystem Integration & Testing, System Qualification Testing.  The System Qualification phase includes Developmental T&E (DT&E) and Operational T&E (OT&E).
LP 11.10 Developmental T&E (DT&E) and Operational T&E (OT&E) are critical systems-level, computer-based test events.
LP 11.11 DT&E is a technical test structured to measure technical performance and verification of specifications (contract) compliance.  The Program Manager (PM) is responsible for DT&E.  DT&E is conducted by contractors or government suppliers and carried out in a lab environment.
LP 11.12 OT&E is a systems-level test that focuses on Operational Effectiveness and Operational Suitability.  An independent Operational Test Agency (OTA) from each Service is responsible for OT&E.  OT&E is conducted by the independent OTA with support from the war-fighters/user community and carried out in a relevant operational environment.
LP 11.13 Operational Effectiveness is the overall degree of mission accomplishment of a system when used by representative personnel in the environment planned or expected for.  Operational employment of the system includes considering organization, doctrine, tactics, survivability, vulnerability, and threat (including countermeasures and nuclear threats).
LP 11.14 Operational Suitability is the measure of the ability of the intended users to use the system with its intended support system and resources. Operational Suitability addresses the degree to which a system can be placed satisfactorily in field use with consideration given to availability, compatibility, transportability, interoperability, reliability, wartime usage rates, maintainability, safety, human factors, manpower supportability, logistics supportability, natural environment effects and impacts, documentation, and training requirements.
LP 11.15 Acceptance testing occurs after each stage of testing.  Acceptance testing for DT&E requires the government to accept that the product developed meets the Software Requirements Specification (SRS).  Acceptance testing for OT&E requires the independent test agency to accept that the product meets the requirements as stated in their Capability Development Document (CDD) for operational effectiveness and suitability.  Site acceptance testing occurs after OT&E, when the product is deployed to warfighters around the world.  


Rationale:

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.12 Recognize the different types of software testing tools.

MT 12.1 Automated software testing is critical for testing large and complex DoD software applications.  Tool support is very useful for repetitive tasks; the computer doesn’t get bored and will be able to exactly repeat repetitive tests without any mistakes.  
MT 12.2 Successful programs use Static and Dynamic Analysis tools in combination.  The use of Static and Dynamic tools together help with Cybersecurity testing and identifying software sustainment weaknesses after the product has been deployed.
NOTE: Sometimes Static or Dynamic can find false-positives or false-negatives.  By using both in combination with each other, the tester can better prevent false results.
NOTE: False Positives are results where the tool reports a possible vulnerability that in fact is not.  An example could be the use of a Static Analyzer reporting a possible vulnerability with external data being passed.  However, when a Dynamic Analyzer attempts to find the same vulnerability in an executable environment, the vulnerability does not exist; the actual external data, when passed and analyzed is not a security risk.  Using both static and dynamic together better identify defects and security vulnerabilities.
NOTE: False Negatives are results that one tool says there are no vulnerabilities when in fact there is.  This can happen when the tool has no knowledge of the runtime environment.
MT 12.3 Use of automated static and dynamic analysis test tools is now mandated for DoD by Federal Law (Section 932, 2011 NDAA, and Section 933, 2013 NDAA).
MT 12.4 The use of Static Analysis and Dynamic Analysis Tools should be put on contract to ensure COTS vendors provide a picture of their code for Government purposes (Security and Product Support).

LP 12.1 Here are some of the benefits of using automated testing tools.  Test tools can:
· automatically verify key functionality
· do automated Regression Testing
· test interfaces
· test Graphical User Interfaces (GUI)
· provide scenario testing models for Mission Critical Threads (MCT)
· automate cloud services testing
· help test teams run large numbers of tests in a shorter period of time.  
NOTE: Regression Testing is a type of software testing that verifies that previously developed and tested software still performs correctly after it was changed or interfaced with other software.  One method is to use known test scripts of Mission Critical Threads (MCT) that worked successfully prior to the discovery and correction of the defect.  Running these successful test scripts, you can see if anything else was broken due to the defect fix.  This is called Regression Testing.

LP 12.2 There are many types of automated testing tools.  Here are five (5) Automated Test Tool types:
1. 1-Test Management Tools: Manages test process and progress (Coverage management), requirements management (traceability), incident management and configuration management to name a few.
2. 2-Static Testing Tools:  Static testing tools examine the programmer documentation (e.g., code).  Static testing tools include modelling, review process support (Formal Inspections), Static Analysis Tools.
3. 3-Test Specification Tools: Manages software design and test data scripts.
4. 4-Test execution and logging Tools:  Automated Web testing, automated Graphical User Interface (GUI) testing, Unit Test Framework testing (Software Unit testing), test comparators, coverage measurement and security testing.
5. 5-Performance and Monitoring Test tools use Dynamic Analysis Tools, Performance, load and stress-testing tools and monitoring tools.

LP 12.3 Static Analysis Tools. Static analysis tools allow you to paint a picture of the software’s source code.  This picture will tell you how efficiently the code was constructed.  This picture can also identify security issues with the software design.
Static Analysis is the analysis of computer software and related documentation that is performed without actually executing programs built from the software.  Static Security Analysis is the analysis of computer software that is performed without actually executing programs to detect and report weaknesses that can lead to security vulnerabilities.  Focuses on code quality among other factors.  
LP 12.4 Dynamic Analysis Tools. Dynamic analysis tools allow you to observe the behavior of the object code (executable code).  Dynamic Program Analysis is the analysis of computer software and related documentation that is performed by executing programs built from that software on a real or virtual processor.   Dynamic Security Analysis is the analysis of computer software that is performed by executing programs to detect and report weaknesses that can lead to security vulnerabilities.

Rationale:

Assessment Method: ISA101-Multiple Choice; ISA201-Facilitated Discussion
	BLOOM: 1
LEVEL: 1 (ISA 101, ISA 201)

	ELO 22.1.1.13 Given a safety-critical system scenario, determine the specific software T&E challenges.

MT 13.1 When doing T&E on a safety-critical system, it is a best practice to follow the procedures and recommendations in the “Joint Software Systems Safety Engineering Handbook,” Version 1.0, August 27, 2010.
MT 13.2 Use of statistical testing is required to lower safety risk.  Statistical testing is where you test a representative subset of the complex code and extrapolate the test results across the entire application to predict the overall quality of the code.
MT 13.3 Cleanroom is one example of software development-T&E option for a safety-critical environment.  Cleanroom is an example of Extreme Team Desk Checking.
MT 13.4 Use of Static and Dynamic Analysis tools is critical when doing T&E on safety-critical systems because the goal is highly optimized, defect free code.


LP 13.1 Software development and test methodology are different with real time, high risk, complex software applications like weapons or aviation systems.
LP 13.2 For safety-critical systems, the focus is on defect prevention, rather than defect identification and removal.
LP 13.3 Safety critical T&E requires additional time and money to perform. 


Rationale:

Assessment Method: Practical Exercise

	BLOOM: 3
LEVEL: 2 (ISA 201)

	ELO 22.1.1.14 Given a Cybersecurity-critical system scenario, determine the specific software T&E challenges 

MT 14.1 Planning and executing cybersecurity DT&E should occur early in the acquisition lifecycle, beginning before MS A or as early as possible in the acquisition lifecycle.
MT 14.1B A phased approach, that includes a threat validated tabletop discussion should be completed pre-milestone A.  
MT 14.2 DT&E and OT&E test activities should NOT be integrated with RMF security control assessments.  RMF compliance is not sufficient to combat modern threats.  Most systems will require an Interim Authorization to Test (IATT) or an Authority to Operate (ATO) in order to conduct DT&E/OT&E on any system connected to the GIG/DODIN.  More information on RMF security controls is available in the RMF KS at https://rmfks.osd.mil.
MT 14.3 The Test and Evaluation Master Plan (TEMP) should detail and be used to support intel validated threat testing, commonly executed by NSA certified and STRATCOM accredited Red Teams.  Two of the current problems with the TEMP is the issue of classification and relevance to changing threats.  For classification, most validated threat intelligence on cyber threat actors are classified TS/SCI and that greatly limits the scope of who and where the intelligence can be consumed or used.  For relevance, most of the time the TEMP is a static document that does not keep up with the changes in the modern threat landscape, the Validated Online Lifecycle Threat (VOLT) aims to bridge this gap.  Within BBP3.0 the ASD(A) has been tasked to  partner with DIA, Services, and USD(I), in order to develop a plan for reducing latency and improving intelligence data integration through transition to the Validated Online Lifecycle Threat (VOLT) and Threat Library.
MT 14.4 The cybersecurity T&E phases support the development and testing of mission-driven cybersecurity requirements, which may require specialized systems engineering and T&E expertise.  The Chief Developmental Tester may request assistance from SMEs such as vulnerability testers and adversarial testers (Intel community, Red/Blue Team-type representatives) to assist in implementation of cybersecurity testing.  
MT 14.5 Cybersecurity T&E requires additional time, money and possibly resources (e.g., National Security Agency (NSA) certified assessors) to perform Red Team events (e.g., Adversarial assessment). 
MT 14.6 Red Team Testing, also called Adversarial Assessments (AA), within DT&E should be conducted similar to how they are conducted in the OT&E cycle.  The Operational Test Agency (OTA), i.e. Army Test and Evaluation Command (ATEC), Air Force Operational Test and Evaluation Center (AFOTEC), Marine Corps Operational Test and Evaluation Activity (MCOTEA), and Joint Interoperability Test Command JITC, should be the ones developing the details of the test.  These details should include a robust testing plan, rules of engagement, intel validated threats, and key cyber terrain.

LP 14.1 Within the T&E cycle “Blue Teams” are the people that execute what is now known as Cooperative Vulnerability and Penetration Assessment (CVPA).  The purpose of the CVPA phase is to provide a comprehensive characterization of the cybersecurity status of a system in a fully operational context, and to substitute for reconnaissance activities in support of adversarial testing when necessary.  The Blue Teams do not take a friendly perspective and attempt to defend the software design, they are trying to find ways to break and exploit the software/hardware/design, in a cooperative setting to allow for mitigations to be timelier.  Also, the Blue Teams should help identify and can provide recommendation to remediate vulnerabilities, but they are not there to fix the systems problem.  This T&E phase is a chance to teach the program’s support staff to fish, not feed them dinner.
LP 14.2 Blue Teams are not Computer Network Defenders (CND), they are of similar skillsets, but missions are different.  Blue Teams do vulnerability testing and analysis, CND personnel are responsible for defending network, systems, and information.  A new addition to some CND capabilities at strategic locations, at COCOMs and other organizations/commands, are Cyber Protect Teams (CPT)s.  The White Cell is commonly the OTA acting as the neutral group ensuring that the exercise is conducted properly to support the effort.
LP 14.3 Within T&E, the NSA certified and STRATCOM accredited Red Teams execute an Adversarial Assessment (AA).  This phase assesses the ability of a unit equipped with a system to support its missions while withstanding validated and representative cyber threat activity.  In addition to assessing the effect on mission execution, the OTAs shall evaluate the ability to protect the system/data, detect threat activity, react to threat activity, and restore mission capability degraded or lost due to threat activity.  This test phase should be conducted by an operational test agency employing a certified adversarial team to act as a cyber aggressor presenting multiple cyber intrusion vectors consistent with the validated threat. The assessment should be designed to characterize the systems vulnerability as a function of an adversary's cyber experience level, relevant threat vectors, and other pertinent factors. The adversarial team should attempt to induce mission effects by fully exploiting vulnerabilities to support evaluation of operational mission risks. The adversarial assessment should include representative operators and users, local and non-local cyber network defenders (including upper tier computer network defense providers), an operational network configuration, and a representative mission with expected network traffic.
LP 14.4 Red teams are a group of people authorized and organized to emulate a potential adversary's attack or exploitation capabilities against an enterprise's security posture. The Red Team's objective is to improve enterprise Information Assurance by demonstrating the impacts of successful attacks and by demonstrating what works for the de-fenders in an operational environment.
LP 14.5 Red Teams and Blue Teams must be appropriately qualified and certified. Red Teams are certified by a board at NSA and accredited through Strategic Command to ensure that they are able to traffic the threads of cyberspace without doing harm to government systems. This stringent accreditation process is required every three years, and teams that do not fall in compliance are not allowed to access the DoDIN. The evaluation identifies the authorities that establish the respective service Red Team (Based on CJCSM 6510.03.

Rationale:

Assessment Method: Practical Exercise
Rationale:

Assessment Method: Practical Exercise

	BLOOM: 3
LEVEL: 2 (ISA 201)

	ELO 22.1.1.15 Given a Privacy-critical system scenario, determine the specific software T&E challenges. 

MT 15.1 When doing T&E for Defense Business Systems (DBS), it is a best practice to use the NIST SP 800-53, “Security and Privacy Controls for Federal Information Systems and Organizations, to identify test procedures to ensure Personally Identifiable Information (PII) is secure.
MT 15.2 When testing large Defense Business Systems (DBS), don’t use large volumes of data for software unit, integration, regression and quality assurance testing as the data volume is too much to test in a reasonable period of time.  There are sampling techniques and automated tools to help test large volumes of data used by a DBS.

LP 15.1 Defense Business Systems (DBS) T&E is focused on the business case definitions provided by the functional sponsor.  DBS can be considered MAIS or MDAP depending on the dollar threshold and oversight requirements.
LP 15.2 The PM, functional sponsor, and T&E community jointly develop and include in the business case a plan that describes but is not limited to an integrated test program schedule; test management structure and processes; DT&E and OT&E phases (objectives, events, entrance criteria, scope, and limitations); CTPs; COIs, with associated MOEs and MOPs; and required resources.
LP 15.3 The test community tests and evaluates the delivered capability to determine whether it adheres to the outcomes defined in the business case and whether it is compliant with the Business Enterprise Architecture (BEA).
LP 15.4 For MAIS programs and MDAPs, DT is conducted in accordance with the test plan, as documented in the business case, and approved by the DASD(DT&E).
LP 15.5 For MAIS programs and MDAPs, OT is conducted in accordance with the operational test plan approved by the DOT&E.
LP 15.6 For DBS, the functional sponsor reviews the test results and determines that the outcomes and measurement results as stated in the approved business case are satisfied.


Rationale:

Assessment Method: Practical Exercise

	BLOOM: 3
LEVEL: 2 (ISA 201)

	ELO 22.1.1.16 Recognize characteristics of the Software Test Plan (STP). 

MT 16.1 The Software Test Plan (STP) is best described by the Mil-Std 498.  Mil-Std 498 was cancelled on May 27, 1998 and replaced by the ISO/IEC/IEEE 12207:2012.  The ISO/IEC/IEEE 12207:2012 does not contain the details that the Mil Std 498 contain.
MT 16.2 There is usually one STP per software development project.
MT 16.3 The STP, the Software Requirements Specification (SRS) and the software development methods being used must be synchronized and reviewed in detail by the government program office.
MT 16.4 The STP should be approved when the SRS is approved at the Software Specifications Review (SSR).
MT 16.5 The STP is developed by the software developer (usually a contractor, but could be a government software developer).  

LP 16.1 The STP describes the software test environment to be used for testing.  The plan should include the software to be tested, personnel requirements, types of tests to be performed, test schedules and the traceability between test events and SRS requirements.
LP 16.2 The STP describes the plans for each qualification test case and test schedule for:
a. Each Software Element  (new name for SW configuration item from the emerging ISO/IEC/IEEE 12207)
b. Internal Interfaces
c. External Interfaces
d. Mission Critical Threads (MCT)(OV6c)
e. Boundary conditions of each algorithm
f. Logic surrounding each 
LP 16.3 The STP is contractually described in Data Item Description (DID)  DI-IPSC-81438a, version A (12-1999) (See: http://everyspec.com/DATA-ITEM-DESC-DIDs/DI-IPSC/DI-IPSC-81438A_3750/ )
LP 16.4 After the STP is developed, specific test events are documented in the Software Test Description (STD).  Some of these test events will be war-fighter scenarios reflected by the Operational View 6c (OV-6c) in the software architecture. The results of these specific test events are documented in the Software Test Report (STR).

Rationale: Please see https://en.wikipedia.org/wiki/MIL-STD-498 for all Mil-Std-498 references.

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.17 Recognize characteristics of Software Test Report (STR) management.

MT 17.1 Use a Priority Classification Scheme to manage STRs.
MT 17.2 A de facto standard is the old J-STD-016 which has a five level Priority Classification Scheme:
Priority 1: Prevents Mission Accomplishment or jeopardizes safety or other “critical” requirement
Priority 2: Adversely affect Mission Accomplishment or cost, schedule, performance or software support + no work-around exists
Priority 3: Adversely affect Mission Accomplishment or cost, schedule, performance or software support + a work-around exists
Priority 4: User/Operator or support inconvenience
Priority 5: All other problems
MT 17.3 Your Software Test Plan (STP) should plan out your test processes to identify, adjudicate and address STRs.
MT 17.4 There are automated tools that help the supplier perform the STR Management process.
MT 17.5 The PM needs to approve the appropriate priority classification scheme for their supplier’s Software Test Plan (STP).

LP 17.1 Software Test Report (STR) is also known as a Software Problem Report (SPR).

Rationale:

Assessment Method: Multiple Choice
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.18 Evaluate the Entrance Criteria for Formal Operational Test & Evaluation (OT&E) Readiness Review (OTRR).

MT 18.1 STP Test activities demonstrated that the system meets all critical technical parameters and identified technology and design risks.
MT 18.2 No open Priority 1 or Priority 2 SPRs; Impact analysis required for Priority 3 SPRs
MT 18.3 Acceptable degrees of:
· Requirements traceability/stability
· Computer resource utilization
· Design stability
· Breadth & depth of testing
· Defect profiles
· Reliability & Interoperability
· Software Maturity based on Software problems, functionality, management, Configuration Management (CM) and status of software fixes completed
MT 18.4 Systems must be certified as ready for IOT&E, so the software must also be ready to support.
MT 18.5 Interoperability must be ready for testing using the actual target systems, and post deployment software support


Rationale:

Assessment Method: Case Study
	BLOOM: 6
LEVEL: 3 (ISA 301, ISA 320)

	ELO 22.1.1.19 Given a Software Test Plan (STP), identify the software testing issues and risks.

MT 19.1 The Software Test Plan (STP) must be customized to the software domain being tested.
MT 19.2 Software architecture impacts the complexity of the test plan.  Design impacts include size & complexity of the software, degree of software reuse, amount of COTS and GOTS software. 

LP 19.1 The role software will play in safety, security risks, activities to be performed by the software, critical or high risk functions, technology maturity must be considered in the test plan.
LP 19.2 The number of interfaces, complexity of integration, the number of outside systems requiring interoperability will impact the test plan.
LP 19.3 The cost & schedule available for software testing, previous test results impact the test plan.
LP 19.4 The test plan must factor in the software development strategy and stability of software requirements.

FOR MISSION SYSTEMS:
LP 19.5 Must ensure you build test cases for embedded software that operates only on specific, unique equipment.
LP 19.6 We can do “White Box” testing here since we almost always have data rights to the code.  If we don’t have data rights, we can still ask for Static and Dynamic Analyzer results to help see the Software Sustainability and cyber security risks with the software.
LP 19.7 Must ensure you test for whether the hardware/software system functions correctly in its intended operating environment.
LP 19.8 Must ensure you test for system safety & mitigation of key risks.
LP 19.9 Must ensure you test Interoperability with other known systems.
LP 19.10 Must ensure you test reliability as it is usually critical.

FOR DBS and C4ISR:
LP 19.11 We must plan for a mix of “White Box,” “Gray Box” and “Black Box” testing due to the mixed architecture of these systems.
LP 19.12 Must ensure we test that the software functions correctly per the specification.
LP 19.13 Must ensure we test for cybersecurity.
LP 19.14 Must ensure we test for interoperability thru standards compliance for openness.
LP 19.15 Must ensure we test GOTS integration code (glueware).
LP 19.16 Must ensure we build multiple test plans, one for each build (these systems will be using agile development methods for multiple builds).


Rationale:  Identify short scenario with short STP using JTAMS scenario to think thru issues and risks.

Assessment Method: Practical Exercise and Case
	BLOOM: 3
LEVEL: 2 (ISA 201)

	ELO 22.1.1.20 Identify software test issues and risks in building a Software Test Plan (STP) for a COTS/NDI only system.

MT 20.1 You must test COTS to identify gaps in capabilities needed and gaps in performance required.
MT 20.2 Use “Intelligent By-pass” to skip vendor’s version upgrades when the upgrade will disrupt your schedule.
MT 20.3 When there is COTS in the system architecture, software interoperability is a risk.  Plan for additional interoperability testing when there are four (4) or more COTS products in the System Architecture due to the additional complexity of government developed integration code (glue code).
MT 20.4 The STP must plan to do T&E on the government developed integration code that glues the COTS into the COTS/GOTS system.
MT 20.5 The decision to perform IV&V T&E on COTS is a trade-off between politics, risks, cost, schedule, and performance.  If the COTS product directly impacts a critical feature of your product (e.g., safety), you must consider doing IV&V T&E on that feature.
MT 20.6 It is a best practice to have the COTS vendor run Static and Dynamic analysis tools on their product (Source and Object Code) when the COTS is supporting a critical feature (e.g., safety).  You can set the contract up to obtain these output reports.  The government can observe the security features of the COTS (e.g., backdoors).  NOTE: We do not have to worry about code optimization for support purposes because the vendor will be upgrading.  The report will show us how well maintained and managed the COTS product is for future purchase considerations with this COTS vendor.

LP 20.1 COTS/NDI unit level testing/component testing is generally impossible because we can’t see the source code (software units (functions and procedures)).
LP 20.2 Component understanding of COTS depends mostly on vendor claims.
LP 20.3 Documentation of many COTS products is not complete or robust.
LP 20.4 Complex, non-standard (proprietary) interfaces abound in COTS.  The government must plan to “glue” in the COTS into the GOTS product by building integration code (Government developed). 
LP 20.5 Current COTS use may not match its original design target environment.
LP 20.6 Frequent market-driven releases of COTS complicate regression testing.
LP 20.7 For COTS, Market leverage may not exist to force vendor defect fixes.
LP 20.8 Formal requirements documents as such generally not available.
LP 20.9 Real-time performance may be marginal.
LP 20.10 Robustness and reliability of many COTS products are generally lower when compared with custom code.
LP 20.11 Higher COTS use in a system generally implies more difficult system level integration testing.
LP 20.12 “Evaluation” of product suitability occurs long before formal testing (Is the product suitable for our requirements?).
LP 20.13 “Slip-streaming” is common making version numbers meaningless.  You can’t rely on COTS version numbers to be precise.
LP 20.14 Since the government does not have access to the Source Code, you can only do Black or Gray box T&E on the COTS.

Rationale: 

Assessment Method: Quiz
	BLOOM: 1
LEVEL: 2 (ISA 201)

	ELO 22.1.1.21 Given an IT scenario, analyze a partial Test and Evaluation Master Plan (TEMP) for best practices.

MT 21.1 Formulate test strategy prior to contract award that  accommodates cost/schedule constraints
MT 21.2 Test Strategy should be able to:
1. Verify all software requirements of system 
2. Test in a way to isolate defects
MT 21.3 Phase testing to focus on:
1. Qualification Testing
2. Operational Thread Testing
3. Performance/Stress Testing
MT 21.4 Resolve the “requirements” vs. “design” information argument early-on (Is this design feature a requirement or derived from a stated requirement?  Understanding Gold-plating.)
MT 21.5 Use measurement program to evaluate Resource Management, Technical Requirements to Product Quality and Reliability
MT 21.6 Plan ahead for:
· Adequate schedule
· Test Regression Strategy
· Timing and format of deliverables
· Accommodating incremental builds 
MT 21.7 Understand the test--be prepared to prioritize test cases
MT 21.8 Be flexible and attuned to end-of-schedule pressures
MT 21.9 Cop an attitude--know when to fall on your sword
MT 21.10 Understand the politics of the acquisition

Rationale:

Assessment Method: Quiz
	BLOOM: 4
LEVEL: 3 (ISA 301)

	ELO 22.1.1.22 Identify sample criteria that could be used to categorize software as “mature.”
	
	MT 22.1 There is no standard for defining software maturity.  The Program Manager must define software maturity as a critical part of the program’s software quality definition.  There have been many attempts by DoD to define software maturity.  Two examples that have been used in the past are the Software Maturity Model (CMM) from the Software Engineering Institute at Carnegie Mellon, which later became the Capability Maturity Model Integrated (CMMI), and the definitions of maturity defined by the Software Technology Readiness Levels (SW TRLs).
MT 22.2 Types of software problems impact the maturity of the software.  No high-priority (Priority 1 or 2) software problems can exist that would prevent mission accomplishment and for which no work-around is possible.  An impact analysis must be completed on any existing software problems that adversely impact the mission, but for which a work-around exists.
MT 22.3 Functionality of the software as described in the Software Requirements Specification (SRS) must be assessed to determine the maturity.  Successful Developmental Testing and Evaluation (T&E) must be completed.  All required functionality from the SRS must be available prior to the start of Operational Testing and Evaluation (OT&E).  All required external interfaces/data feeds must be functionally certified as available.
MT 22.4 Project Management must affirm that there are no critical issues with the software that might affect the operational readiness of the software.  In addition, the Combat Developer and the Operational Tester must certify that the software requirements and design are stable, that the depth and breadth of testing has been adequately demonstrated and that the results of DT&E show that all required functionality is working.
MT 22.5 Configuration Management (CM) must be in place for software to be considered mature.  CM includes that an overall CM system is in place including a Configuration Control Board (CCB) process, that the Operational Test Agency (OTA) has access to the CM System, a process for Software Problem Reports (SPR) management is in place, the software has been baselined and versioned, and that all significant changes/fixes have been completed within the baselined version.






Rationale:

Assessment Method: Quiz
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.23 Identify what Independent Verification and Validation (IV&V) is.

MT 23.1 Independent means that the team is technically, financially, and managerially independent from the product developer.
MT 23.2 Verification is the iterative process that determines whether the product built meets the approved specification from the last stage.  Did we build the product right?
MT 23.3 There is component validation and system validation.  Did we build the right product?  Validation is “system oriented” in that the functionality we test for should be the resultant functionality of the final system. 

LP 23.1 Independent Verification & Validation (IV&V) is the systematic evaluation applied to any software activity to determine the accuracy, completeness, consistency and traceability to the approved software specification for that activity.  It is performed by an agency (IV&V team) that is not responsible for developing the product or performing the activity being evaluated.
LP 23.2 Independent means that the process is performed by a separate IV&V team that is independent technically, financially and managerially from the product developer.  The product developer is being evaluated by the IV&V team.  The IV&V team does not have any members who are also members of the product development team.
LP 23.3 Verification is the iterative process of determining whether the outcome of selected steps of the Software Item (SI) development process fulfills the requirements outlined by previous steps. 
The verification process determines readiness for the next stage of development. Specific issues are oriented around software development life-cycle entry and exit criteria.  For example, verification checks that all software requirements from the Software Requirements Analysis stage are properly specified (correct, unambiguous, complete, etc.) before initiating the next stage of Software Preliminary Design.  The term “verification” is focused at a software product of the system.  Verification answers the question “Was this software product built correctly, per the specification of the previous stage?” Does our design trace to the approved requirements?  Does our code trace to our design?
LP 23.4 Validation is the process of evaluating the functionality of a component (or the entire system) after software development for that component (or the entire system) has been completed. Validation answers the question, “Did we build the right product(s) (for the system)?” Validation occurs after software development for that product has been completed


From IEEE Standard 1012 2004, IEEE Standard for Software Verification and Validation; IEEE Computer Society » Verification: (A) The process of evaluating a system or component to determine whether the products of a given development phase satisfy the conditions imposed at the start of that phase. (B) The process of providing objective evidence that the software and its associated products conform to requirements (e.g., for correctness, completeness, consistency, accuracy) for all life cycle activities during each life cycle process (acquisition, supply, development, operation, and maintenance); satisfy standards, practices, and conventions during life cycle processes; and successfully complete each life cycle activity and satisfy all the criteria for initiating succeeding life cycle activities.  Answers the question: are we building the products right ?

Validation: (A) The process of evaluating a system or component during or at the end of the development process to determine whether it satisfies specified requirements. (B) The process of providing evidence that the software and its associated products satisfy system requirements allocated to software at the end of each life cycle activity, solve the right problem (e.g., correctly model physical laws, implement business rules, use the proper system assumptions), and satisfy intended use and user needs.  Answers the question: are we building the right products?

 IV&V Objectives: » Assess software and system products and processes during life cycle » Facilitate early detection and correction of defects » Reduce effort to remove defects, via early detection » Demonstrate hardware, software, system requirements are complete, accurate, consistent, testable » Enhance management insight into process and product risk » Support the life cycle processes to ensure compliance with program performance, schedule, and cost requirements » Enhance operational correctness and product maintainability

Verification ensures that the end products are developed correctly with a focus on the products, the process, and interim steps to achieve the end result and that the requirements are the right ones for the customers' needs.  Validation, on the other hand, ensures that the correct products are developed with the focus on proving that the specified requirements are satisfied.  Implementation of independence can be accomplished by one or more independent organizations.

Extracted from CMMI® - for Development, Version1.3  Verification » The purpose of Verification (VER) is to ensure that selected work products meet their specified requirements. In other words, verification ensures that “you built it right.”  Validation » The purpose of Validation (VAL) is to demonstrate that a product or product component fulfills its intended use when placed in its intended environment. In other words, validation ensures that “you built the right thing.”

Rationale:

Assessment Method: Quiz
	BLOOM: 1
LEVEL: 1 (ISA 101)

	ELO 22.1.1.24 Recognize the benefits of Independent Verification and Validation (IV&V) in T&E.

MT 24.1 IV&V provides early detection and correction of software defects, management insight into process and product risks, and objective evidence of compliance or noncompliance with program performance, schedule and budget requirements. 
MT 24.2 IV&V reduces the risks of software applications not performing as required.
MT 24.3 IV&V ensures the program’s quality definition is baked into the software solution.
MT 24.4 IV&V ensures the accuracy, completeness, consistency and traceability of the documentation to the developed product.

Rationale:

Assessment Method: Quiz
	BLOOM: 2
LEVEL: 1 (ISA 101)

	ELO 22.1.1.25 Recognize when IV&V should be employed on DoD programs.

MT 25.1 Since IV&V is expensive, IV&V should be risk-driven and should only be performed on critical requirements.
MT 25.2 IV&V provides safety-critical mission systems another level of confidence in protecting their operators.
MT 25.3 IV&V ensures that mission-critical C4ISR systems pass data and services reliably and securely.
MT 25.4 IV&V ensures that Defence Business Systems (DBS) provide adequate privacy protection and, reliable and secure transactions for their customers.
MT 25.5 IV&V helps the Authorizing Official (AO) ensure cybersecurity controls are in place and working correctly.
MT 25.6 IV&V helps Modeling & Simulation (M&S) programs ensure model integrity, reusability, extensibility, portability, modularity and interoperability within the DoD simulation community.
MT 25.7 IV&V can be used to ensure DoD Networks transport data securely and reliably.

Rationale:

Assessment Method: Quiz
	BLOOM: 2
LEVEL: 1 (ISA 101)

	ELO 22.1.1.26 Recognize the best practices of employing Independent Verification and Validation (IV&V) on Agile Projects.

MT 26.1 Identify the control points in the Agile process.  The control points are where decisions need to be made.  Decisions on concept documentation, use cases and test results can be independently assessed by the IV&V team to ensure accuracy, completeness, consistency and traceability to the war-fighter requirements.
MT 26.2 Review the backlog.  IV&V is used to ensure accuracy, completeness, consistency and testability of user stories in the backlog.  IV&V assesses the desired change for impact on existing tasks and products.
MT 26.3 Manage the Roadmap.  IV&V is used to ensure each iteration within a Sprint is in concert with the overall Agile Project Roadmap.
MT 26.4 Question Business Value.  IV&V will review the Agile Minimum Viable Product (MVP) to ensure that what was produced in a Sprint matches the MVP.  The IV&V team will validate each new user story or business requirement to ensure it adds the proper value to the warfighter.
MT 26.5 Validate consistent practices.  The IV&V team can act as the “process cop” to ensure the agreed to repeatable processes in place remain in place from Sprint to Sprint.

Rationale:

Assessment Method: Quiz
	BLOOM: 2
LEVEL: 2 (ISA 201)


	ELO 22.1.1.27 Identify critical software test articles and events in planning for T&E.
MT 27.1 Software Requirements Specification (SRS) – to ensure required functionality.
MT 27.2 Interface Requirements Specification (IRS) – to ensure interoperability.
MT 27.3 Data Design Specification (DDS) – to ensure the data is formatted and used correctly
MT 27.4 Cybersecurity Strategy – to ensure the cybersecurity features are baked into each phase of software development and work as needed to protect your system (data and applications)
MT 27.5 Developmental T&E (DT&E) – this is a phase of government Program Office observed laboratory testing that is accomplished in parallel and prior to Operational T&E.  Your early planning should include designated test events for DT&E evaluation.  The government Program Office uses DT&E to ensure readiness for OT&E.
MT 27.6 Software Item (SI) Qualification Testing (SQT) – SQT is an example of a developer test event that can be observed by the government prior to DT&E and possibly qualify as a DT&E event, saving the government cost and schedule.  The government can provide incentives in the contract to the developer in the form of progress payments or award fees, if the developer identifies appropriate SQT events prior to DT&E that the government can leverage.  
MT 27.7 Operational T&E (OT&E) – this is a phase of testing that is accomplished in the war-fighter’s environment to ensure war-fighter acceptance.  The OT&E is administered by a government independent test agency.  A successful OT&E means your product is ready to be fielded.  Your planning should include designated test events for OT&E whenever possible (this is called Integrated T&E).
MT 27.8 Integrated T&E – Plan for Integrated T&E.  When DT&E can provide usable data for OT&E, this allows for parallel testing.  Parallel testing during DT&E is Integrated T&E.  Integrated T&E required both the government Program office and the government independent test agency and allows for cost and schedule savings during OT&E.
MT 27.9 Formal inspections – Always plan for Formal Inspections; Formal Inspections help the developer find the most defects during development and ensure a higher quality program.  Formal inspections can be used to review requirements, architecture, design, source code, and test plans for their accuracy.
MT 27.10 Critical Risks – In general, there are six (6) different types of DoD software systems.  Each type of system comes with known risks that must be tested.  Mission Systems has safety risks; C4ISR systems have security risks; DBS systems have privacy risks; M&S systems have portability risks; Infrastructure systems have transportability risks; Cybersecurity systems have environment defined threat risks.

Rationale:

Assessment Method: Quiz


	BLOOM: 2
LEVEL: 1 (ISA 101

	ELO 22.1.1.28 Recognize the purpose of a Test Readiness Review (TRR).

MT 28.1 Use the TRR as a tool to support all major software tests throughout all phases of acquisition.  For example, the TRR must be executed before any format test like DT&E or OT&E.  There are multiple TRRs in the life-cycle of a program.

LP 28.1 The TRR is a multi-disciplined technical review designed to ensure that the subsystem or system under review ready to proceed into formal test.  
LP 28.2 The TRR assess test objectives, test methods and procedures, scope of tests, and safety of test and confirms that required test resources have been properly identified and coordinated to support the planned test.  
LP 28.3 The TRR verifies the traceability of planned tests to program requirements and user needs.  IT determines the completeness of test procedures and their compliance with test plans and descriptions.
LP 28.4 The TRR assesses the system under review for development maturity, cost/schedule effectiveness, and risk to determine readiness to proceed.
LP 28.5 The TRR for a software system entering into DT&E would ensure that the Software Requirements Specification (SRS) and the Interface Requirements Specification (IRS), which form the allocated baseline, are:

· Traceable to the DT&E Software Test Plan (STP).
· Software Test Descriptions are defined, verified and baselined for all test events.
· Testing of the baseline is consistent with any defined incremental approaches.
· Test facilities are available and ready.
· Configuration Management (CM) procedures are in place.
· All lower level software testing has been completed (i.e., Software and Hardware Integration testing).
· Software measurement results show that the software to be tested is mature enough to enter into formal test.
· Software Problem Report (SPR) procedures are defined and implemented
· Software test baseline is established.
· Software Item (SI) areas not tested are identified for future testing.



Rationale:

Assessment Method: Quiz
	BLOOM: 2
LEVEL: 2 (ISA 201)


	ELO 22.1.1.29 Recognize the Software T&E best practices.
MT 29.1 Formulate test strategy prior to contract award that  accommodates cost/schedule constraints.
MT 29.2 Test Strategy should be able to:
1. Verify all software requirements of system 
2. Test in a way to isolate defects
MT 29.3 Phase testing to focus on:
1. Qualification Testing
2. Operational Thread Testing (Mission Critical Threads/OV-6c User Scenarios)
3. Performance/Stress Testing
MT 29.4 Resolve the “requirements” vs. “design” information argument early-on (Is this design feature a requirement or derived from a stated requirement?  Understanding Gold-plating.)
MT 29.5 Use measurement program to evaluate Resource Management, Technical Requirements to Product Quality and Reliability
MT 29.6 Plan ahead for:
· Adequate schedule
· Test Regression Strategy
· Timing and format of deliverables
· Accommodating incremental builds 
MT 29.7 Understand the test--be prepared to prioritize test cases
MT 29.8 Be flexible and attuned to end-of-schedule pressures
MT 29.9 Cop an attitude--know when to fall on your sword
MT 29.10 Understand the politics of the acquisition
MT 29.11 When evaluating proposals and processes outlined for SW T&E plans, make sure that the vendor has a separate organization from the organization developing the SW to perform T&E.  And, within that T&E organization, the test section is separate from the evaluation section.
MT 29.12 Emphasize Formal Inspections.  This is from the Arlie Council’s “Inspect Requirements and Design.”  Formal inspections should be conducted on requirements, architecture, designs at all levels, software source code prior to Unit test and on all test plans.
MT 29.13 Manage Testing as a Continuous Process.  This is an Arlie Council Best Practice.  Testing evaluates a software product to ensure that it satisfies its in-tended purpose.  A test that is tailored to and consistent with development methodologies provides a traceable and structured approach to verifying requirements and quantifiable performance.  At each level (software, subsystem, system), two types of testing are performed: (1) Integration testing (based on design) and (2) Acceptance testing (based on requirements).
MT 29.14 Compile and Smoke Test Frequently.  This is an Arlie Council Best Practice.  A common practice at some software companies is the “daily build and smoke test” process, where every file is compiled, linked, and combined into an executable program every day. The program is then “smoke tested,” a relatively simple check to see whether the product “smokes” when it runs. The daily build and smoke-test process keeps integration defects small and manageable.  The process prevents run-away integration problems and reduces the risk of low quality.  By minimally smoke testing all of the code daily, quality problems are pre-vented from taking control of the project.

Rationale:

Assessment Method: Quiz
	BLOOM: 2
LEVEL: 2 (ISA 201)

	MAJOR TAKEAWAYS (MT) with REFERENCES and CONTENT (Subject Matter Expert (SME))

	***ALL OF THIS NEEDS TO BE FIXED PER THE ABOVE***

MT 1.1: There are three distinct types of T&E defined in statute or regulation: Developmental Test and Evaluation (DT&E), Operational Test and Evaluation (OT&E), and Live Fire Test and Evaluation (LFT&E).

Test and Evaluation: T&E is a process by which a system or components are tested and results analyzed to provide performance related information. This information has many uses, including risk identification and mitigation as well as providing empirical data to validate models and simulations. T&E enables an assessment of the attainment of technical performance, specifications, and system maturity to determine whether systems are operationally effective, suitable, and survivable for their intended use. There are three distinct types of T&E defined in statute or regulation: Developmental Test and Evaluation (DT&E), Operational Test and Evaluation (OT&E), and Live Fire Test and Evaluation (LFT&E). These are all covered in subsequent chapters of this guide. According to the Test and Evaluation Management Guide, December 2012, 6th Edition, page 84 

MT 1.2 T&E is a statutorily mandated requirement.  

WHERE IS THE PRECISE Statutory REFERENCE that MANDATES T&E for DoD?

DOT&E REPORT ON INITIAL OPERATIONAL TEST AND EVALUATION (IOT&E)
STATUTORY; required for DOT&E Oversight List programs only. The DOT&E publishes an online list of programs under operational test and evaluation (OT&E) and LFT&E oversight at https://extranet.dote.osd.mil/oversight/ (requires login with a Common Access Card).
A final decision to proceed beyond Low-Rate Initial Production (LRIP) or beyond Limited Deployment may not be made until the DOT&E has submitted the IOT&E Report to the Secretary of Defense, and the congressional defense committees have received that report.  If DoD decides to proceed to operational use of the program or to make procurement funds available for the program before the MDA’s FRP/FD decision, the DOT&E's report will be submitted as soon as practicable after the DoD decision to proceed.
Table 2, Enclosure 1
LFT&E REPORT; STATUTORY; Programs on the DOT&E Oversight List for LFT&E oversight only. Report is due as soon as practicable after testing is concluded. See related SURVIVABILITY AND LIVE FIRE TESTING STATUS REPORT in Table 6 in this enclosure.
Table 2, Enclosure 1
Operational Test Agency (OTA) Report of OT&E
Operational Test Plan (OTP): STATUTORY/Regulatory. An OTP, approved before the start of OT&E, is mandatory for all programs. Approval by DOT&E is a STATUTORY requirement for programs on the DOT&E Oversight list. DoD Component-equivalent approval is a Regulatory requirement for all other programs.
Table 2, Enclosure 1
There are many statutory plans and reports; where is the law on T&E?
There are also many regulatory plans and reports listed in the 5000.02.

MT 1.3 T&E is a process to validate performance related information, during the phases of development, to ensure that the system under development is able to do what they it is intended to do.

The Program Manager will use a Test and Evaluation Master Plan (TEMP) as the primary planning and management tool for the integrated test program.  Whenever feasible, testing will be conducted in an integrated fashion to permit all stakeholders to use data in support of their respective functions.  Integrated testing requires the collaborative planning and collaborative execution of test phases and events to provide shared data in support of independent analysis, evaluation, and reporting by all stakeholders, particularly the systems engineering, developmental (both contractor and government) and operational T&E communities.  The Program Manager will establish an integrated test planning group consisting of empowered representatives of test data producers and consumers (to include all applicable stakeholders) to ensure collaboration and to develop a strategy for robust, efficient testing to support systems engineering, evaluations, and certifications throughout the acquisition life cycle.
IS THIS THE REFERENCE?  NEED TO PROVIDE THE BLOCKED CONTENT
Extracted from DoDI 5000_02 Jan 07 2015 enclosure 4, 2.c page ? (not necessary as it depends on how you look at the document MS Word vs pdf)

???In accordance with DoD Instruction 8510.01 (Reference (bg)), all programs must have security controls implemented consistent with their information and system categorization.  Program managers will ensure appropriate testing to evaluate capability to protect information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction.  The Defense Intelligence Agency, in coordination with the Program Manager, will determine the generation of the relevant operational threat environment based on the System Threat Assessment Report, the Multi-Service Force Deployment, the Joint Country Forces Assessment and scenario support products in accordance with DoD Instruction 5000.61 (Reference (bh)). 
WHY IS THIS SECURITY CONTROLS REFERENCE HERE?

MT 2.1:  “Test” means: ???
Blocked content and Reference?

MT 2.2: “Evaluation” means: ???
Blocked content and Reference?

MT 2.3: The purpose of T&E is to acquire a system that works. 
Blocked content and Reference?

MT 2.4: The T&E responsibilities of a program managers are: ???What are they???
Blocked content and Reference?

According to the Test and Evaluation Management Guide, December 2012, 6th Edition, 5.5, page 89…MOEs, MOSs and MOP are defined:

MT 3.1 Measures of Effectiveness (MOE) is the data used to measure the military effect (mission accomplishment) that comes from the use of the system in its expected environment. 

MOE is the data used to measure the military effect (mission accomplishment) that comes from the use of the system in its expected environment.  That environment includes the system under test and all interrelated systems, that is, the planned or expected environment in terms of weapons, sensors, command and control (C2), and platforms, as appropriate, needed to accomplish an end-to-end mission in combat). See Operational Effectiveness (OE), Measure of Performance (MOP), Operational Suitability (OS), and Measure of Suitability (MOS).  
According to the Test and Evaluation Management Guide, December 2012, 6th Edition, 5.5 section 89???

MT 3.2 MOS: Measure of an items ability to be supported in its intended operational environment. MOSs typically relate to readiness or operational availability and, hence reliability, maintainability, and the items support structure. 

MT 3.3 MOP: System-particular performance parameters such as speed, payload, range, time-on-station, frequency, or other distinctly quantifiable performance features. Several MOPs may be related to achieving a particular Measure of Effectiveness (MOE). 

The same section also speaks to the process relationship between an MOE to MOP (5.5 section 89)


Sources: According to the Test and Evaluation Management Guide, December 2012, 6th Edition, page 84, Test is defined as: Test : Test denotes any program or procedure that is designed to obtain, verify, or provide data for the evaluation of any of the following: (1) progress in accomplishing developmental objectives; (2) the performance, operational capability, and suitability of systems, subsystems, components, and equipment items; and (3) the vulnerability and lethality of systems, subsystems, components, and equipment items. 
According to the Test and Evaluation Management Guide, December 2012, 6th Edition, page 84, Evaluation is defined as: Evaluation: Evaluation denotes the process whereby data are logically assembled, analyzed, and compared to expected performance to aid in systematic decision making. It may involve review and analysis of qualitative or quantitative data obtained from design reviews, hardware inspections, M&S, hardware and software testing, metrics review, and operational usage of equipment. 


MT 22.1.1.3: Understand that 1) testing is involved in every stage of the software life cycle and 2) there are various software testing techniques.  

Unit Testing is done at the lowest level.  It tests the basic unit of software, which is the smallest testable piece of software, and is often called “unit”, “module”, or “component” interchangeably.   
 
Integration Testing is performed when two or more tested units are combined into a larger structure.  The test is often done on both the interfaces between the components and the larger structure being constructed, if its quality property cannot be assessed from its components.  
 
System Testing tends to affirm the end-to-end quality of the entire system.  System test is often based on the functional/requirement specification of the system.  Non-functional quality attributes, such as reliability, security, and maintainability, are also checked.  
  
Acceptance Testing is done when the completed system is handed over from the developers to the customers or users.  The purpose of acceptance testing is rather to give confidence that the system is working than to find defects.   

Compatibility Testing. Testing to ensure compatibility of an application or Web site with different browsers, OSs, and hardware platforms. Compatibility testing can be performed manually or can be driven by an automated functional or regression test suite. 

Conformance Testing. Verifying implementation conformance to industry standards. Producing tests for the behavior of an implementation to be sure it provides the portability, interoperability, and/or compatibility a standard defines. 

Load Testing. Load testing is a generic term covering Performance Testing and Stress Testing. 

Performance Testing. Performance testing can be applied to understand your application or WWW site's scalability, or to benchmark the performance in an environment of third party products such as servers and middleware for potential purchase. This sort of testing is particularly useful to identify performance bottlenecks in high use applications. Performance testing generally involves an automated test suite as this allows easy simulation of a variety of normal, peak, and exceptional load conditions.
 
Stress Testing. Testing conducted to evaluate a system or component at or beyond the limits of its specified requirements to determine the load under which it fails and how. A graceful degradation under load leading to non-catastrophic failure is the desired result. Often Stress Testing is performed using the same process as Performance Testing but employing a very high level of simulated load. 

System Testing. Testing conducted on a complete, integrated system to evaluate the system's compliance with its specified requirements. System testing falls within the scope of black box testing, and as such, should require no knowledge of the inner design of the code or logic. 
  
Software Unique testing info may be found throughout the Test and Evaluation Management Guide, December 2012, 6th  
& DoDI 5000_02 Jan 07 2015

MT 22.1.4.2: Understand Cybersecurity and software test requirements. 

a. Beginning at Milestone A, the TEMP will document a strategy and resources for cybersecurity T&E.  At a minimum, software in all systems will be assessed for vulnerabilities.  Mission critical systems or mission critical functions and components will also require penetration testing from an emulated threat in an operationally realistic environment during 

 DoDI 5000_02 Jan 07 2015 enclosure 5, 8 a. page 121:


http://www.enterprise-knowledge.com/ivv-for-agile-projects/ 
The Federal government is transitioning more and more projects to Agile development methodologies.  Agile’s success with commercial projects has led to greater adoption of Agile in the Federal Government.  The move to Agile poses a number of challenges for government agencies.  Government agencies need to fit the new Agile development techniques into their current, controlled environment.  This includes the need for independent verification and validation for Agile projects.   This blog explains how Agile and independent verification and validation (IV&V) can work together and offers a list of best practices for incorporating (IV&V) in Agile projects.

What is Agile Software Development?

It is important to understand what Agile software development is before attempting to understand how to provide IV&V services for Agile projects.  My favorite definition for Agile software development comes from Wikipedia:
“Agile software development is a group of software development methods based on iterative and incremental development, in which requirements and solutions evolve through collaboration between self-organizing, cross-functional teams. It promotes adaptive planning, evolutionary development and delivery, a time-boxed iterative approach, and encourages rapid and flexible response to change. It is a conceptual framework that promotes foreseen tight iterations throughout the development cycle.”
This definition does a nice job of identifying the differences between Agile development and the older Waterfall development approach.  Some of the key differences that are applicable to IV&V services include:

· Iterative development;
· Evolving requirements and solutions; and
· Flexible response to change.
· 
Many people worry that Agile projects lack control.  When do requirements and development end?  How do project sponsors control change to ensure that deliverables meet their client’s goals?   The fact is a well-run Agile project offers more controls to ensure that customers get what they want.  The very differences highlighted above are the reason that it is successful.  Iterative development gives the business an opportunity to test early versions of the product to make sure that they are getting what they expect.  Evolving requirements and solutions allow business owners to get a better understanding of what they are building before finalizing their list of what they need.  Flexible response to change means that the coordinated team can adjust priorities as they learn more about the solution being built.
Agile development is gaining traction because this new approach costs less, delivers solutions sooner, and helps ensure that the business users get what they really want as opposed to what IT understood from a set of written requirements.  That is not to say that Agile development occurs in the absence of documentation.  To the contrary, Agile development is based on necessary documentation rather than the traditional development process, which often requires a specific set of documentation regardless of its usefulness to the project.
 
What is IV&V?

Independent verification and validation (IV&V) is easy to define but not easy to understand why it is important.
For IV&V to be independent means that it meets the three parameters of technical, managerial, and financial independence from the project or program.  This is achieved when IV&V is conducted by an organization that is separate from the development and program management organizations.  The verification and validation processes are used to determine whether the development products of a given activity actually conform to the requirements of that activity and whether the product satisfies its intended use and user needs.  IV&V is applied to systems, software, hardware and their interfaces.
Having IV&V helps to ensure requirements are complete, consistent, unambiguous and can be validated; that requirements trace to the design and that the design does not create new requirements; that the code implements all the requirements allocated to the software and that the system meets all the requirements allocated to the system.  IV&V then determines whether the system meets the user and the business needs.
IV&V efforts review documents, processes, and procedures against standards and good engineering practices to determine the goodness of each.  IV&V will recommend accepting or rejecting a product based on its evaluation of that product.  IV&V will recommend continuing to the next phase in the development lifecycle based on its assessment of the products and processes that are required for the proper completion of the current phase.  These recommendations are based on objective evidence resulting from assessing products and processes against standards and good engineering practices.
The activities performed by IV&V occur regardless of the development methodology being used.  Regardless of whether the methodology is incremental, Waterfall, or Agile, documents are assessed, processes and procedures are reviewed, and objective evidence is provided to support the decision to accept the product or go to the next phase.

 Best Practices for IV&V on Agile Projects

We have developed 5 best practices for IV&V of Agile development practices.
1. Identify the control points.  Each agile methodology has its own set of control points.  They typically revolve around the development iterations.  Scrum, for example, has 5 standard meetings during each iteration (A.K.A. sprint).  These include: Sprint Planning, Daily Scrum, Backlog Grooming, Sprint Review, and Sprint Retrospective.  The key control points for a scrum are the Sprint Planning and Sprint Review meetings.  These are the meetings that talk about business value and what gets included in each sprint.  Each control point requires certain objective information be available for informed decision-making.  Whether the information is based on concept documentation, use cases, or test results IV&V insures the accuracy, completeness, consistency, and traceability of the documentation to the product.

2. Review the backlog.  Agile projects, by definition, have a backlog of user stories or development tasks that need to be accomplished.  These backlog items can be considered analogous to requirements in a Waterfall project.  The best way to make sure that new items are not out of scope from what the business wants is to regularly review new and changed backlog items.  IV&V provides objective evidence about the accuracy, completeness, consistency, and testability of user stories.  Objective evidence is required as changes are made.  IV&V assesses the desired change for impact on existing tasks and products.

3. Manage the roadmap.  Agile projects typically begin with a high level roadmap to guide the project.  Each development iteration works against a more granular set of requirements based on the initial roadmap.  The IV&V team needs to make sure that the work being done always aligns with the initial roadmap.

4. Question business value.  Agile has a concept called minimum viable product (MVP).  The goal of any Agile project is to launch the minimum viable project as soon as possible.  All too often, development teams build too much into their product.  Agile attempts to stop that from happening by launching products when they meet the minimum requirements to launch.  This is not always successful.  The IV&V team can act as an independent party to validate that each new story or business requirement adds value over and above the cost of delivery to minimize wasted effort.

5. Validate consistent practices.  Too often, organizations claim they are doing Agile development to avoid some of the rigidity and structure seen in the Waterfall methodologies.  This can be easy to do because very few people understand Agile and Agile does not have a hard and fast methodology.  It is important to understand what Agile is (see the description above) and to ensure that there are a set of repeatable practices in place with each development iteration.  The IV&V team can play the role of “process cop” to make sure that an Agile structure is in place.  The IV&V team also ensures that the processes adapted by the team are adequate and are being followed.

In closing, Agile development is new and gaining traction in nearly every area of IT development.  The rules for Agile are quite different from the waterfall development methodology.  Agile development is more fluid and allows for a greater level of change throughout a project.  This does not, however, mean that Agile development is unstructured or uncontrolled.  An IV&V team with Agile experts can identify key control points on a project and make sure that the government gets the same level of independent validation they would get with a Waterfall project or from an iterative development project with specified life cycle processes.

If you are beginning an Agile project and looking for IV&V support, Enterprise Knowledge and The IV&V Group® are ready to help.

What are the different types of software testing tools?
http://istqbexamcertification.com/what-are-the-different-types-of-software-testing-tools/ 
Classification of different types of test tools according to the test process activities:

The tools are grouped by the testing activities or areas that are supported by a set of tools, for example, tools that support management activities, tools to support static testing, etc.
It is not required to have a one-to-one relationship between a type of tool described here and a tool offered by a commercial tool vendor or an open-source tool. Some tools perform a very specific and limited function (sometimes called a ‘point solution’), but many of the commercial tools provide support for many different functions. For example a ‘test management’ tool may provide support for managing testing (progress monitoring), configuration management of testware, incident management, and requirements management and traceability. Similarly, another tool may provide both coverage measurement and test design support.
There are few things that people are good at in comparison to the computers. For example, when you see your friend in an unexpected place, like a shopping mall, you can immediately recognize their face. This is because people are very good at pattern recognition, but it’s not easy to write software that can recognize a face. On the other hand there are things that computers can do much better or more quickly than people can do. For example, to add up 20 three-digit numbers quickly. This is not easy for most people to do, there are chances that you make some mistakes even if the numbers are written down. A computer does this accurately and very quickly. Consider another example, if people are asked to do exactly the same work over and over, it will be monotonous and tedious they soon get bored and then start making mistakes.
So, the idea is to use computers to do things that they are really good at. Tool support is very useful for repetitive tasks – the computer doesn’t get bored and will be able to exactly repeat what was done before and that too without any mistakes. Since the tool will be fast, this can make those activities much more efficient and more reliable.
A tool that measures some aspect of software may have few unexpected side-effects also on that software. Like, for example, a tool that measures timings for performance testing needs to interact very closely with that software in order to measure it. A performance tool will set a start time and a stop time for a given transaction in order to measure the response time. But by taking that measurement, that is storing the time at those two points, could actually make the whole transaction take slightly longer than it would do if the tool was not measuring the response time. Of course, the extra time is very small, but it is still there. This effect is called the ‘probe effect’.
Other example of the probe effect is when a dedefectging tool tries to find a particular defect. If the code is run with the dedefectger, then the defect disappears; it only re-appears when the dedefectger is turned off, hence making it very difficult to find. These are sometimes known as ‘Heizendefects’ (after Heizenberg’s uncertainty principle).
Following are the classification of different types of test tools according to the test process activities. The ‘(D)’ written after the types of tool indicates that these tools are mostly used by the developers. The various types of test tools according to the test process activities are:
1. Tool support for management of testing and tests:
· Test management tools
· Requirements management tools
· Incident management tools
· Configuration management tools
0. Tool support for static testing:
· Review process support tools
· Static analysis tools (D)
· Modelling tools (D)
0. Tool support for test specification:
· Test design tools
· Test data preparation tools
0. Tool support for test execution and logging:
· Test execution tools (Automated Web Testing Tools, Automated GUI Testing Tools, Automated Testing Cloud Services)
· Test harness/ Unit test framework tools (D)(Automated tests for Software Units)
· Test comparators
· Coverage measurement tools (D)
· Security tools
0. Tools support for performance and monitoring:
· Dynamic analysis tools (D)
· Performance testing, Load testing and stress-testing tools
· Monitoring tools
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